AMM Master Bridge
v1.0

LogiCORE IP Product Guide

Vivado Design Suite

PG287 April 4, 2018

& XILINX

AAAAAAAAAAAAAAA .



& XILINX

ALL PROGRAMMABLE

Table of Contents

IP Facts

Chapter 1: Overview

Feature SUMMaArY. . ..ottt ittt ittt ietanetnanessssssosssassasasasnsnsssananans 6
3V o o1 Tor- 1 4 o 4 -3 6
Unsupported FEatures. . . ... oottt iitiie e tenrensaeeneaneansansasencansansanenens 6
Licensing and Ordering .......cciiiiiiiiiietineeeneeeeoneeenasennseenesenasennsanns 7

Chapter 2: Product Specification

L] =T o T 13 8
=T T 1 T T 1o 8
Resource Utilization. .. ....oiiiiiii ittt ittt enanatarasssnsanansnsasasasnnns 9
Parameter DesCriptions. ... ..ottt iii ittt ittt ittt taeeeteenanaeeteanannaateananns 10
o] o o 0 LT ol ] ] 4T 11

Chapter 3: Designing with the Core

01 o ol {1 - 2P 13
3T = 13
Arbitration ... ..ot i i i e e it e e et 13
Bridge Operation ... ..oiiiiiiiiiii i ittt it et et e et e 16

Chapter 4: Design Flow Steps

Customizing and Generatingthe Core ...ttt ittt iintiintnnteererennannnns 18
ConstrainiNng the Core ... ... ittt it ittt e ieeteeraesaeensansansassnsannans 21
L] 1410 T 22
Synthesis and Implementation. ........ ... ittt it i it ittt 22
Packaging Avalon Master Interface ...........ciitiiiiiiiiiieineinrnnrnnenennenananns 22
Creatingan P IntegratorDesign. . ... ..ottt iiiiiieeeteennnnneesesnnnnaaneans 24

Chapter 5: Example Design

OV VI BW Lttt ittt tin it ie e eteneaasnssossnsensansossossnsensanssssnossnsennans 25
Implementing the Example Design. . ....cviiiiiiiiiietiietnereesnrantsosoesassnsanss 26
Simulatingthe Example Design. . ... ...ttt ii ittt ittt teeenennranenneneanennnns 27

AMM MasFer Bridge v1.0 N Send Feedback 2
PG287 April 4, 2018 www.Xxilinx.com [—\/—]


https://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=Product_Guide&docId=PG287&Title=AMM%20Master%20Bridge%20v1.0&releaseVersion=1.0&docPage=2

& XILINX

ALL PROGRAMMABLE..

Appendix A: Debugging

Finding Helpon XilinX.com . ... .. ittt ittt et iiettenerenarennssnnesnansans 28
DEbUE TOOIS ..ttt i i i i ettt e et e e e e e e e e, 29

Appendix B: Additional Resources and Legal Notices

XiliNX RESOUICES . v vt vttt ittt iiitetanasassssensnsssessnsasasasosssssssenensasasas 30
Documentation Navigatorand Design Hubs . ........ ...ttt irneernnnnnns 30
=] =] =] o o= P 30
ReVISION HIiStOry . . ..ottt ittt ittt ittt titettneesnonsonssonnsonnssnnssannsnns 31
Please Read: Important Legal Notices .. ......c.ciiiiiiiiiiierenereneeenaeenaeeanennns 32

AMM MasFer Bridge v1.0 N Send Feedback 3
PG287 April 4, 2018 www.Xxilinx.com [—\/—]


https://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=Product_Guide&docId=PG287&Title=AMM%20Master%20Bridge%20v1.0&releaseVersion=1.0&docPage=3

& XILINX

ALL PROGRAMMABLE.

IP Facts

Introduction

The Xilinx® LogiCORE™ multi-master AMM
Master Bridge IP core connects AMM masters
with AXI4 slaves. It converts traffic from the
Avalon masters to AXl4-compatible traffic.
Hence, it is also referred to as Avalon Memory
Mapped (AMM) to AXI Bridge. This IP allows up
to eight AMM masters to connect to an AXI
slave.

Features
« Supports 32, 64, 128, 256, 512, or 1,024-bits
data width on both AXI and Avalon sides.

« Supports up to 1,024 burst count on Avalon
side.

« AXI4 compliant.

» Optional linear incremental of byte-enables
from LSB support for last data beat in a
burst.

« Optional read only or write only support

« Optional pipelining support for read
transactions.

« Supports up to eight Avalon masters.

« Round-robin arbitration for master
requests.

« Up to 64-bit address support.

« Error response indication separate for read
and write transactions along the
corresponding master ID.

AMM Master Bridge v1.0
PG287 April 4, 2018

LogiCORE™ IP Facts Table

Core Specifics

Supported
Device Family()

UltraScale+™ Families
UltraScale™ Families
Zynq® UltraScale+ MPSoC
7 Series FPGAs

Supported User

Interfaces AX14, Avalon
Resources Performance and Resource Utilization web page
Provided with Core
Design Files Verilog
Example Design Verilog
Test Bench N/A

Constraints File

Xilinx Design Constraints (XDC)

Simulation .
Model Not Provided
Supported

S/W Driver N/A

Tested Design Flows(2)

Design Entry

Vivado® Design Suite

For supported simulators, see the

simulation Xilinx Design Tools: Release Notes Guide.
Synthesis Vivado Synthesis
Support
Provided by Xilinx at the Xilinx Support web page
Notes:

. For a complete list of supported devices, see the Vivado IP

catalog.

Xilinx Design

www.Xxilinx.com

2. For the supported versions of the tools, see the

Tools: Release Notes Guide.
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Chapter 1

Overview

The top-level block diagram for the Xilinx® LogiCORE™ IP AMM Master Bridge with four
Avalon masters support is shown in Figure 1-1. The Avalon traffic is arbitrated inside the
bridge and generates one AXI4 master command at a time. The bridge functions as an
Avalon slave on the Avalon interface and as an AXI4 master on the AXlI4 interface. Figure 1-1
has for four Avalon masters and the bridge supports up to eight Avalon masters.

AMM Master Bridge — Multi-Master Configuration

Avalon Master K avm0 > .
Read Arbiter Command Generator >
S2MM
. DataMover
write data
Avalon Master avm1 > Write Arbiter :> Data2Stream >
DataMover @Q
read data MM2S
Read Master Stream2Data |« DataMover
Avalon Master avm2 > ID FIFO
Avalon Master awms > |Read -
Demux

X19465-063017

Figure 1-1: AMM Master Bridge Top-Level Block Diagram
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Feature Summary

Supports 32, 64, 128, 256, 512, or 1,024-bits data width on both AXI and Avalon sides.
Supports up to 1,024 burst count on Avalon side.
AXl4 compliant.

Optional linear incremental of byte-enables from LSB support for last data beat in a
burst.

Optional read only or write only support
Optional pipelining support for read transactions.
Supports up to eight Avalon masters.
Round-robin arbitration for master requests.

Up to 64-bit address support.

Error response indication separate for read and write transactions along the
corresponding master ID.

Applications

With no additional difficulty to you, the AMM Master Bridge helps connect available Avalon
masters to the AX|4 slave peripherals in the Vivado® Design Suite.

Unsupported Features

Fixed wait states and fixed latencies are not supported.

No data width conversion that is, data width on AXI and Avalon side are the same.
No support for unaligned addresses.

No word addressing.

No partial/sparse byte-enables except for last beat.

No support for lock feature of Avalon.

No support for optional Response channel of the Avalon interface.

Only supports data width aligned address.
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Licensing and Ordering

This Xilinx LogiCORE IP module is provided at no additional cost with the Xilinx Vivado
Design Suite under the terms of the Xilinx End User License.

Information about other Xilinx LogiCORE IP modules is available at the Xilinx Intellectual
Property page. For information about pricing and availability of other Xilinx LogiCORE IP
modules and tools, contact your local Xilinx sales representative.
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Chapter 2

Product Specification

Standards

« Processor Interface, AXI4: see the Vivado Design Suite: AXI Reference Guide (UG1037)
[Ref 6]

« Avalon Interface Specifications [Ref 2]

Performance

For full details about performance and resource utilization, visit the Performance and
Resource Utilization web page.

The performance characterization of this core was compiled using the margin system
methodology. The details of the margin system characterization methodology are described
in the Vivado Design Suite User Guide: Designing With IP (UG896) [Ref 11].

Latency

Table 2-1 shows the read and write latency.

Table 2-1: Latency

Function Parameter Latency
avs_read to axi_arvalid 9
Read - - )
axi_rvalid to avs_readdatavalid 0
avs_write to axi_awvalid 9
Write
avs_write to axi_wvalid 11
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Throughput
Table 2-2 shows the throughput with data width 32-bit at 200 MHz (theoretical bandwidth
= 6.4 Gb/s).
Table 2-2: Throughput
Channel _ _ _ _ _ _ _ _
Throughput BL=1 | BL=8 BL=16 | BL=32 | BL=64 | BL=256 | BL=512 | BL=1024
Read 14.2% 88% 93.62% 96.7% 98.32% 99.57% 99.78% 99.89%
0.908 5.632 5.99 6.18 6.29 6.37 6.38 6.39
Write 9.98% | 46.97% | 63.92% | 77.99% | 87.63% 96.59% 98.26% 99.12%
0.638 3.00 4.09 4.99 5.6 6.18 6.28 6.34

Resource Utilization

For full details about performance and resource utilization, visit the Performance and
Resource Utilization web page.

The approximate estimation of resources to use for this IP is the sum of the resources of the
AXI DataMover IP and ~200 LUTs when configured for four Avalon masters.
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Parameter Descriptions
Table 2-3 shows the AMM Master Bridge parameters.

Table 2-3: Parameter Descriptions

Parameter Default Value Range Description
C_AVA_ADDR_WIDTH 32 1 to 64 Address width of AMM address channel

Data width of AXI and AMM channels. Valid values are 32,
64, 128, 256, 512, and 1,024

C_AVA_DATA_WIDTH 32 32to0 1,024

Supports pipelining of read requests when 1.
0 = pipeline disabled

C_ENABLE_PIPELINE 0 1,0 R
1 = pipeline enabled. Up to 16 read commands are
pipelined.
0 = supports only read

C_MODE 2 0to2 1 = supports only write
2 = supports both read and write

C_NUM_MASTERS 1 1to 8 Number of Avalon masters to support
Supports partial byte enables in a specific pattern for last
data beat when 1.

C_AVA_BYTEENABLES 0 1,0

0 = disable byte enables
1 = enable byte enables
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Port Descriptions
Table 2-4 shows the AMM Master Bridge signals.

Table 2-4: AMM Master Bridge Interface Signals

Signal Name Interface | Presence | I/0O Width Description
clk Clock M I 1 AXI clock
aresetn Reset M I 1 AXl reset
write_error Error M o 1 Errorlndlcatlon in write command
issued from a master.
write_error valid Error M o 1 Write error is valid only when this

signal is 1.

Error corresponds to this
write_error_master_ID Error M @] 3 particular masters write
command. Values from 0 to 8.

Error indication in read command

read_error Error M 0] 1 .
issued from a master.

Read error is valid only when this

read_error_valid Error M (0] 1 . .
signal is 1.

Error corresponds to this
read_error_master_ID Error M 0] 3 particular masters read
command. Values from 0 to 8.

- AXl14 Master AXI ports to control AXI
m_axi_ M - _
master slave.
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Table 2-4: AMM Master Bridge Interface Signals (Cont’d)
Signal Name Interface | Presence | I/0 Width Description
avs_address_s# M I C_AVA_ADDR_WIDTH | Avalon address channel
Byte enables for write. This signal
avs_byteenable_s# (0] I C_AVA_DATA_WIDTH/8 | is present when C_BYTEENABLES
=1 & C_MODE > 0.
Write indication from Avalon.
avs_write_s# (@] 1 Present only when write is
supported. (CMODE = 1 or 2.
Read indication from Avalon.
avs_read_s# O 1 Present only when C_MODE =0 or
Avalon 2.
slave ;

. Write data. Present only when
avs_writedata_s# O I C_AVA_DATA_WIDTH C_MODE = 1 or 2.
avs_waitrequest_s# M O 1 Waitrequest to Avalon master

Read data output. Present only
avs_readdata_s# (0] (@] C_AVA_DATA_WIDTH when C_MODE = 0 or 2.

Read data valid indication to
avs_readdatavalid_s# (0] (0] 1 Avalon master. Present only when

C_MODE =1 or 2.
avs_burstcount_s# M 11 Burst count for commands

Notes:

1. [#is from 0 to {C_NUM_MASTERS - 1)];
2. Oin the "Presence” column of table indicates Optional signal and M indicates mandatory signals.

AMM Master Bridge v1.0
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Chapter 3

Designing with the Core

This chapter includes guidelines and additional information to facilitate designing with the
core.

Clocking

The IP has a single clock domain, c1k and the AXI4 and Avalon interfaces are clocked with
the same clock.

Resets

The system has an active-Low reset, aresetn. The reset has to be synchronous with c1k.
The same reset signal must be used by the Avalon masters as well as the AXI4 slave for the
system to function properly. Separate resets to these systems can result in unexpected
behavior.

Arbitration

Read and write requests from multiple Avalon masters are granted access in a round-robin
mode. An Avalon master never issues a read and write request simultaneously. The
arbitration is done separately for read and write channels and are independent of each
other. The behavior of the arbitration logic is explained as follows:

AMM MasFer Bridge v1.0 N Send Feedback 13
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Write Flow Read Flow
Write_Requests[3:0] Read_Requests[3:0]

Arbitrate Arbitrate -

Write Command — Completed

Grant Write Access to Grant Read Access to
Master [X] Master [X]

i Yes

Command Pipelined

Command Completion

A

Pipeline
Support

No

— wait_request_read_b .
wait_request_ b ——»
— wait_request_write_b -

X19466-063017

Figure 3-1: Arbitration Flow

A round-robin arbitration logic is used between the masters which requested a read or write
transaction. The process of arbitration is as explained here:

« A Request is a vector created based on the Masters that have issued a request. A
separate vector is created for reads and writes.

« Assume that Master2, Master3, and Master7 have issued a read/write request at the
same time. The Request Vector has a value of 01000110.

In the first cycle of arbitration, Master2 is used, followed by Master3 and Master7.

« If Master5 requests a read/write while Master3 is underway, Master5 is used before
Master7.

« If Master2 requests a read/write after it was used, then the new request is handled only
after using all requests from Masters 3 to 7.
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Read Arbitration

When the Bridge is configured to enable Pipeline, each read request is accepted and saved
in a FIFO. A new read request is accepted even before the previous read data is produced.

Assume that Master2, Master3, and Master7 have issued a read requests at the same time.
The Request Vector has a value of 01000110.

Read address and burst count from Masters 2, 3, and 7 are queued into a FIFO in three
consecutive cycles.

The requests are processed from a FIFO in the same order. First, the read request for
Master2 followed by Master3 and Master7.

Meanwhile, the FIFO keeps accepting the read commands from master until the depth
is full.

The AXI4 read data is available in the same order.

If the bridge is configured without Pipelining, then a new read request is accepted only
after the complete read data is provided for the precious read request.

Assume that Master2, Master3, and Master7 have issued a read requests at the same time.

— Read request_m0—»
— Read request_m1—»
— Read request_m2—»

At first, read request of Master2 is processed.

The read request from Master3 is accepted only when the entire data for Master2 has
been read and sent to Avalon.

Similarly, the request from Master7 is processed only after request from Master3 is
completed.

-«—readdata and valid m0

Read Data

Stream to Data

ead Arbitration Logic Converter

read address, burstcount m0 DataMover

| SR
wait request (Grant) m0, m1, m2 T E— m

select i
Read 10 FIFO Read Data Stream re—— m_axi_(read)——>»

MM2S

Read

-+ m1 —»|Command » gzr::::tno (: {«——— m_axi_rdata———
MUX

—+ M2 —

X19467-063017

Figure 3-2: Read Arbitration Flow
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Write Arbitration

As Avalon does not support pipelining of writes, the Bridge waits for each write to be
completed before accepting the next write command from the same or other Masters.

Assume that Master2, Master3, and Master5 have issued a write requests at the same time.

« At first, the write request of Master2 is accepted and processed.
« After completion of write of Master2, the bridge accepts the write request of Master3.

« Request from Master5 is accepted only after completion of the write of Master3.

— Write request_mO—»
Write

— Write request_m1—w" it ation Logic

— Write request_m2—»

N wait request (Grant) m0, m1, m2

select

address, burstcount m0

)
el .| Command
m "]  Generator
“+ m2 [——— m_axi_(write}————»

Data to Stream Converter N S2MM

DataMover
Wired Logic

p——— m_axi_wdata——»

S m2—» Counter TLAST—»

Comparator

J

X19468-063017

Figure 3-3: Write Arbitration Flow

Bridge Operation

The AMM Master Bridge uses the Xilinx® AXI DataMover LogiCORE IP Product Guide (PG022)
[Ref 4] to convert the Avalon transaction to AXI4. The Bridge extracts the necessary
information from the Avalon transaction and forms a command for the AXI DataMover. The
data transfer on the AXI4 is handled by AXI DataMover.

Command Generator

The AXI DataMover accepts a command in a specific format containing the address and
number of bytes to transfer. Separate commands are generated for read and write. When
the Bridge is enabled with Pipelining, multiple read commands are posted to the AXI
DataMover.
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Address

The AMM Master Bridge supports Avalon Address width from 1 to 64. If the Avalon address
width is < 32, then the AXI4 address width is fixed to 32 by padding the required MSB with
zeros. The Bridge supports only data width aligned address. Issuing Avalon transaction with
unaligned address results in undefined behavior.

Bytes to Transfer

The bytes to transfer is calculated using the burst_count and Data_width.

When the Bridge is configured with C_BYTE_ENABLES = 0, the ByteEnable bits on the Avalon
interface are ignored.

When the Bridge is configured with C_BYTE_ENABLES = 1, the only ByteEnable bits on the
last data beat of the Avalon interface are not ignored. Further, a sparse byteenable is only
allowed on the last data beat in a specific pattern. Any other combination results in
undefined behavior.

For example for a data width of 32-bits, the last byte-enables can only take values of 0001,
0011, 0111, 0or 1111. All the other patterns cause undefined behavior.

Error Logic

This IP has an error generation logic to indicate a SLVERROR, DECERROR, or INTERROR on
the AXI response. The IP generates one error response per command which lasts for one
clock only generating a valid indication and also the master ID from which the error causing
command is issued. The master IDs are from 0 to 7 indicating the eight masters, sO to s7
respectively.

Write and read commands have separate error indications. Both are self-clearing in a clock
cycle. Error = 0 indicates no error and Error = 1 implies an error on the AXI response.

The error responses from two read or two write commands issued by a master are in order.
While the error response for a read and write can come out of order.
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Chapter 4

Design Flow Steps

This chapter describes customizing and generating the core, constraining the core, and the
simulation, synthesis and implementation steps that are specific to this IP core. More
detailed information about the standard Vivado® design flows and the IP integrator can be
found in the following Vivado Design Suite user guides:

» Vivado Design Suite User Guide: Designing IP Subsystems using IP Integrator (UG994)
[Ref 10]

« Vivado Design Suite User Guide: Designing with IP (UG896) [Ref 11]
« Vivado Design Suite User Guide: Getting Started (UG910) [Ref 12]
« Vivado Design Suite User Guide: Logic Simulation (UG900) [Ref 13]

Customizing and Generating the Core

This section includes information about using Xilinx tools to customize and generate the
core in the Vivado Design Suite.

If you are customizing and generating the core in the Vivado IP integrator, see the Vivado
Design Suite User Guide: Designing IP Subsystems using IP Integrator (UG994) [Ref 10] for
detailed information. IP integrator might auto-compute certain configuration values when
validating or generating the design. To check whether the values do change, see the
description of the parameter in this chapter. To view the parameter value, run the
validate_bd_design command in the Tcl console.

You can customize the IP for use in your design by specifying values for the various
parameters associated with the IP core using the following steps:

1. Select the IP from the Vivado IP catalog.

2. Double-click the selected IP or select the Customize IP command from the toolbar or
right-click menu.

For details, see the Vivado Design Suite User Guide: Designing with IP (UG896) [Ref 11] and
the Vivado Design Suite User Guide: Getting Started (UG910) [Ref 12].

Note: Figures in this chapter are an illustration of the Vivado Integrated Design Environment (IDE).
The layout depicted here might vary from the current version.
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Figure 4-1 shows the AMM Master Bridge Vivado IDE main configuration screen.

e Customize IP (on xhdl160048) x
AMM Master Bricdge (1.0) o
© Documentation IP Location C Switch to Defaults
~ Show disabled ports Component Name |amm_axi_bridge_0
Avalon Address Width 32
Data Width 32
Enable ByteEnable Support
Enable Pipeline Support
|| 4 mwaton_so Mumber of Avalon Masters 1
1|+
1S M_AKI + Mode of Operation Read Write
i+ worite_errar
| wirite_error_walid
| : write_error_master_ID[2:0]
read_error
l : read_error_valid

2
=

aresetn

read_error_master_ID[2:0]

OK Cancel

Figure 4-1: AMM Master Bridge Customize IP

The following settings are generally applicable:

Component Name — The component name is used as the base name of output files
generated for the module. Names must begin with a letter and must be composed
from characters:atoz Oto9and "_"

Avalon Address Width — This parameter specifies the address width of avs_address
ports. Select a value to match the Avalon master address width. The width of the AXI
address ports is derived from this parameter. AXI_Address_width is 32 when the
Avalon address width is < 32 and equals the Avalon address width when it is > 32.
Table 4-1 shows an example of the Avalon and AXI address widths.

Table 4-1: Avalon and AXI Address Width Information:

Avalon Address AXI Address
0x4 0x00000004
0x40000004 0x40000004
0x2440000008 0x2440000008

Data Width - Specifies the width of data buses of AXI and Avalon interfaces. Same
data width for AXI and Avalon interface.

ByteEnable Support — Avalon write transactions support byteenables for last data beat
of a transfer when this parameter is enabled. When disabled, optional byteenable port
of the Avalon is removed.
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« Pipelining — Avalon read commands are accepted and saved in a FIFO when pipelining
is enabled. The pipeline depth is 16.

*  Number of Avalon Masters — Specifies the number of Avalon slave interfaces for the
bridge.

« Mode of Operation — Bridge can also support only read or only write transactions.

All the parameters specified in the customization are applicable to all the Avalon slave
interfaces of the bridge. Different parameters cannot be specified for different slave
interfaces.

User Parameters

Table 4-2 shows the relationship between the fields in the Vivado IDE and the User
Parameters (which can be viewed in the Tcl Console).

Table 4-2: Vivado IDE Parameter to User Parameter Relationship

Parameter Default Value Range Description

Address width of Avalon MM address
channel

Data width of AXI and AYM MM
channels

C_AVA_ADDR_WIDTH 32 1 to 64

C_AVA_DATA_WIDTH 32 32,64, 128,256,512, 0r 1024

Supports pipelining of read requests
when 1.
C_ENABLE_PIPELINE 0 1,0 0 = pipeline disabled

1 = pipeline enabled. Up to 16 read
commands are pipelined

0 = supports only read
C_MODE 2 0to?2 1 = supports only write
2 = supports both read and write

C_NUM_MASTERS 1 1to 8 Number of Avalon masters to support

Supports partial byte enables in a
specific pattern for last data beat

C_AVA_BYTEENABLES 0 1,0 when 1.
0 = disable byte enables
1 = enable byte enables

Output Generation

For details, see the Vivado Design Suite User Guide: Designing with IP (UG896) [Ref 11].
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Constraining the Core

This section contains information about constraining the core in the Vivado Design Suite.

Required Constraints

This section is not applicable for this IP core.

Device, Package, and Speed Grade Selections

This section is not applicable for this IP core.

Clock Frequencies

This section is not applicable for this IP core.

Clock Management

This section is not applicable for this IP core.

Clock Placement

This section is not applicable for this IP core.

Banking

This section is not applicable for this IP core.

Transceiver Placement

This section is not applicable for this IP core.

I/0 Standard and Placement

This section is not applicable for this IP core.
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Simulation

For comprehensive information about Vivado simulation components, as well as
information about using supported third-party tools, see the Vivado Design Suite User
Guide: Logic Simulation (UG900) [Ref 13].

i? IMPORTANT: For cores targeting 7 series FPGAs or Zynq-7000 devices, UNIFAST libraries are not
supported. Xilinx IP is tested and qualified with UNISIM libraries only.

Synthesis and Implementation

For details about synthesis and implementation, see the Vivado Design Suite User Guide:
Designing with IP (UG896) [Ref 11].

Packaging Avalon Master Interface

For system migration, the Avalon Master IP has to be packaged for Vivado using the Avalon
bus interface (Figure 4-2). This allows Avalon IP to integrate with the Vivado IP integrator
system.

To package the Avalon slave IP, follow the steps mentioned in the Vivado Design Suite
Tutorial: Creating and Packaging Custom IP (UG1119) [Ref 9].

A Add Interface (on xhdl4507) X
Use the t1abs and fields below to modify the Bus Interface on your IP p
k
General  Port Mapping | Parameters
Imerface Definition: 4k avalon_rtl
Name | Avaton_M3j ]
Mode master b

Risplay name

Deascription

Imerface presence ® Mandatory Optional

Figure 4-2: AMM Master Bridge Packaging
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Figure 4-3 shows the bus interface with one Avalon slave interface.

amm_axi_bridge_0

P )

M_AXI + {ii
Write_error =
I-|- Avalon_S0 write_error_valid =
= clk write_error_master_ID[2:0] m=
O aresetn read_error
read _error_valid

read_error_master_ID[2:0] wm

AMM Master Bridge

Figure 4-3: AMM Master Bridge with One Avalon Slave interface

Figure 4-4 shows the bus interface with eight Avalon slave interface.

amm_axi_bridge_0

.'
i

|| + Avalon_S0
|||+ Avaton_s1 MAXI 4k
I+ Avalon_s2 - I
" + Avalon_s3 WITE_Error me
N write_error_valid =
|||+ Avalon_s4 _
write_error_master_ID[2:0] =
I+ Avalon_ss o
read _error
" + Avalon_56 )
read_error_valid =
|| + Avalon_57
ik read_error_master_ID[2:0] mm
-
& aresetn

AMM Master Bridge

Figure 4-4: AMM M