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1 Gb/s RGMII Clock Management
Figure 4-12 shows the clock management used with the RGMII interface when using the 
Hewlett Packard RGMII Specification v1.3. GTX_CLK must be provided to the Ethernet MAC 
with a high quality 125 MHz clock that satisfies the IEEE Std 802.3-2002 requirements. The 
EMAC#CLIENTTXGMIIMIICLKOUT output port drives all transmitter logic through a 
BUFG.

The RGMII_TXC_# is derived from the Ethernet MAC by routing to an IOB double data 
rate (DDR) output register followed by an OBUF (which is then connected to the PHY). 
The use of the DDR register ensures that the forwarded clock is exactly in line with the 
RGMII transmitter data as specified in the Hewlett Packard RGMII Specification, v1.3.

The RGMII_RXC_# is generated from the PHY and is connected to the PHYEMAC#RXCLK 
pin and receive logic through a DCM and a BUFG. A DCM must be used on the 
RGMII_RXC_# clock path as illustrated in Figure 4-12 to meet the RGMII 1 ns setup and 
1 ns hold requirements. Phase shifting may then be applied to the DCM to fine-tune the 
setup and hold times of the input RGMII receiver signals which are sampled at the RGMII 
IOB input flip-flops. The CLIENTEMAC#DCMLOCKED port must be tied High.

Figure 4-12: 1 Gb/s RGMII Hewlett Packard v1.3 Clock Management
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Figure 4-13 shows the clock management used with the RGMII interface when following 
the Hewlett Packard RGMII specification v2.0. GTX_CLK must be provided to the Ethernet 
MAC with a high quality 125 MHz clock that satisfies the IEEE Std 802.3-2002 
requirements. The EMAC#CLIENTTXGMIIMIICLKOUT output port connects to a DCM 
which in turn drives the RGMII transmitter logic in the FPGA fabric and the 
CLIENTEMAC#TXGMIIMIICLKIN input port. The RGMII_TXC_# is derived from the 
CLK90 output of the DCM. The DCM is used to generate 2 ns of skew required between 
RGMII_TXC_# and the RGMII_TXD_# at the FPGA device pads. This delay is specified in 
the Hewlett Packard RGMII Specification, v2.0 to provide setup and hold time on the 
external interface.

Figure 4-13: 1 Gb/s RGMII Hewlett Packard v2.0 Clock Management
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The RGMII_RXC_# is generated from the PHY and connected to the PHYEMAC#RXCLK 
pin and receive logic through a DCM and a BUFG. A DCM must be used on the 
RGMII_RXC_# clock path as illustrated in Figure 4-13 to meet the RGMII 1 ns setup and 
1 ns hold requirements at 1 Gb/s. Phase shifting may then be applied to the DCM to fine 
tune the setup and hold times of the input RGMII receiver signals which are sampled at the 
RGMII IOB input flip-flops.

When operating at 10 Mb/s and 100 Mb/s, the DCM is bypassed and held in reset. This is 
achieved using the BUFGMUX global clock multiplexer shown in Figure 4-13. It is a 
requirement to bypass the DCM because the clock frequency of RGMII_RXC_# is 2.5 MHz 
when operating at 10 Mb/s and 2.5 MHz is below the DCM low frequency threshold for 
Virtex-4 FPGAs. However, at the 10 Mb/s and 100 Mb/s operating speeds, input setup 
and hold margins increase appropriately and the input RGMII data can be sampled 
correctly without use of the DCM. The CLIENTEMAC#DCMLOCKED port must be tied 
High.

Tri-Mode RGMII v2.0
Figure 4-14 shows the tri-mode clock management following the Hewlett Packard RGMII 
specification v2.0. GTX_CLK must be provided to the Ethernet MAC with a high-quality 
125 MHz clock that satisfies the IEEE Std 802.3-2002 requirements. The 
EMAC#CLIENTTXGMIIMIICLKOUT port generates the appropriate frequency deriving 
from GTX_CLK and the operating frequency of the link. It clocks directly to the 
RGMII_TXD_# ODDR registers. 
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An IDELAY is used to generate 2 ns of skew required between RGMII_TXC_# and 
RGMII_TXD_# at the pin level. To access the IDELAY component, the 
EMAC#CLIENTTXGMIIMIICLKOUT signal is routed to an unused IOB configured as an 
IOBUF. The T control pin of the IOBUF is tied to ground to loop the clock back to the 
IDELAY. The IDELAY setting can be used to shift the clock through the data. The output of 
the IOB must not be connected to an external signal.

The EMAC#CLIENTTXCLIENTCLKOUT output port connects to the 
CLIENTEMAC#TXCLIENTCLKIN input port and transmitter client logic in the FPGA 
fabric through a BUFG. The receiver client clocking is similar.

Figure 4-14: Tri-Mode RGMII v2.0 Clock Management
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The CLIENTEMAC#DCMLOCKED port must be tied HIGH. The RGMII_RXC_# is 
generated from the PHY and connected to the PHYEMAC#RXCLK pin and receive logic 
through a DCM and a BUFG. A DCM must be used on the RGMII_RXC_# clock path as 
illustrated in Figure 4-14 to meet the RGMII 1 ns setup and 1 ns hold requirements at 
1 Gb/s. Phase shifting may then be applied to the DCM to fine-tune the setup and hold 

Figure 4-15: Alternative Tri-Mode RGMII v2.0 Clock Management
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times of the input RGMII receiver signals which are sampled at the RGMII IOB input flip-
flops.

When operating at 10 Mb/s and 100 Mb/s, the DCM is bypassed and held in reset. This is 
achieved using the BUFGMUX global clock multiplexer shown in Figure 4-14. It is a 
requirement to bypass the DCM because the clock frequency of RGMII_RXC_# is 2.5 MHz 
when operating at 10 Mb/s and 2.5 MHz is below the DCM low frequency threshold for 
Virtex-4 FPGAs. However, at the 10 Mb/s and 100 Mb/s operating speeds, input setup 
and hold margins increase appropriately and the input RGMII data can be sampled 
correctly without use of the DCM.

In the transmit path, the IDELAY provides a maximum shift of 4.7 ns. If this delay is not 
sufficient to give the correct skew, the method shown in Figure 4-15 can be used. Here an 
ODDR is used to control the polarity of the RGMII_IOB_# signal that is fed to the IDELAY.

At 1 Gb/s, if the skew given by connecting the D1 and D2 inputs of ODDR to VCC and 
GND, respectively, is not sufficient, the D1 and D2 inputs can be inverted to yield a 4 ns 
shift on the clock with respect to the data. As in Figure 4-14, the IDELAY value is used to 
provide the correct skew.

The inversion must be removed from the EMAC#CLIENTTXGMIIMIICLKOUT signal for 
correct operation at speeds below 1 Gb/s. The CLIENTEMAC#DCMLOCKED port must 
be tied High.

Tri-Mode RGMII v1.3
Figure 4-16 shows the tri-mode clock management following the Hewlett Packard RGMII 
specification v1.3. GTX_CLK must be provided to the Ethernet MAC with a high-quality 
125 MHz clock that satisfies the IEEE Std 802.3-2002 requirements. The 
EMAC#CLIENTTXGMIIMIICLKOUT port generates the appropriate frequency deriving 
from GTX_CLK and depending on the operating frequency of the link. It clocks directly to 
the RGMII_TXD_# ODDR registers. 

The EMAC#CLIENTTXCLIENTCLKOUT output port connects to the 
CLIENTEMAC#TXCLIENTCLKIN input port and transmitter client logic in the FPGA 
fabric through a BUFG. The receiver client clocking is similar. 

The RGMII_RXC_# is generated from the PHY and is connected to the PHYEMAC#RXCLK 
pin and receive logic through a DCM and a BUFG. A DCM must be used on the 
RGMII_RXC_# clock path as illustrated in Figure 4-16 to meet the RGMII 1 ns setup and 
1 ns hold requirements at 1 Gb/s. Phase shifting may then be applied to the DCM to fine 
tune the setup and hold times of the input RGMII receiver signals which are sampled at the 
RGMII IOB input flip-flops.

When operating at 10 Mb/s and 100 Mb/s, the DCM is bypassed and held in reset. This is 
achieved using the BUFGMUX global clock multiplexer shown in Figure 4-16. It is a 
requirement to bypass the DCM because the clock frequency of RGMII_RXC_# is 2.5 MHz 
when operating at 10 Mb/s and 2.5 MHz is below the DCM low frequency threshold for 
Virtex-4 FPGAs. However, at the 10 Mb/s and 100 Mb/s operating speeds, input setup 
and hold margins increase appropriately and the input RGMII data can be sampled 
correctly without use of the DCM. The CLIENTEMAC#DCMLOCKED port must be tied 
High.
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Figure 4-16: Tri-Mode RGMII v1.3 Clock Management
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RGMII Signals
An Ethernet MAC wrapper has all necessary pin connections to configure the primitive 
into RGMII. Table 4-3 describes the 10/100/1000 RGMII interface signals.

Table 4-3: 10/100/1000 RGMII Interface Signals

Signal Direction Description

GTX_CLK Input
The transmit clock at 125 MHz. The clock timing and characteristics 
meet the IEEE Std 802.3-2002 specification. Other transmit clocks are 
derived from this clock.

RGMII_TXC_# Output Transmits clock out to the PHY.

RGMII_TXD_# Output
Transmits the first 4 bits of packet data ([3:0]) on the rising edge of 
RGMII_TXC_#, and the top 4 bits ([7:4]) on the falling edge. TXD is 4 bits 
wide connecting to the PHY.

RGMII_TX_CTL_#(1) Output
This signal is TXEN on the rising edge of RGMII_TXC_#, and an 
encoded TXERR on the falling edge.

RGMII_RXC_# Input
Recovered clock from data stream by the PHY: 125 MHz, 25 MHz or 
2.5 MHz.

RGMII_RXD_# Input Receives the lower 4 bits of packet data ([3:0]) on the rising edge, and the 
upper 4 bits of packet data ([7:4]) on the falling edge of RGMII_RXC_#.

RGMII_RX_CTL_#(1) Input This signal is RXDV on the rising edge of RGMII_RXC_#, and an 
encoded RXERR on the falling edge.

Notes: 
1. See the Hewlett Packard RGMII specification v1.3 or v2.0 (section 3.4) for more information.
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10/100/1000 Serial Gigabit Media Independent Interface (SGMII)
The SGMII physical interface was defined by Cisco Systems. The data signals operate at a 
rate of 1.25 Gb/s, and the sideband clock signals operate at 625 MHz. Due to the speed of 
these signals, differential pairs are used to provide signal integrity and minimize noise.

The sideband clock signals are not implemented in the Ethernet MAC. Instead, the MGT is 
used to transmit and receive data with clock data recovery (CDR). 

When using SGMII mode, the MGT must be instantiated in the design to connect with the 
Ethernet MAC. For more information on SGMII, refer to the Serial GMII specification v1.7. 

This interface only supports full-duplex operation.

SGMII RX Elastic Buffer
The RX elastic buffer can be implemented in one of two ways:

• Using the buffer present in the MGTs

• Using a larger buffer that is implemented in the FPGA logic

This section describes the selection and implementation of two options in the following 
subsections: 

• “Using the MGT RX Elastic Buffer”

• “Using the FPGA Logic Elastic Buffer”

RX Elastic Buffer Implementations

Selecting the Buffer Implementation from the GUI 

The GUI for the Ethernet MAC provides two alternative options under the heading 
“SGMII Capabilities.” These options are:

1. 10/100/1000 Mb/s (clock tolerance compliant with Ethernet specification). 

Default setting; provides the implementation using the RX elastic buffer in FPGA 
fabric. This alternative RX elastic buffer utilizes a single block RAM to create a buffer 
twice as large as the one present in the RocketIO™ transceivers, subsequently 
consuming extra logic resources. However, this default mode provides reliable SGMII 
operation under all conditions.

2. 10/100/1000 Mb/s (restricted tolerance for clocks) OR 100/1000 Mb/s. 

Uses the RX elastic buffer present in the RocketIO transceivers. This is half the size and 
can potentially under- or overflow during SGMII frame reception at 10 Mb/s 
operation. However, there are logical implementations where this can be proven 
reliable; if so, it is favored because of its lower logic utilization.

Option 1, the default mode, provides the implementation using the RX elastic buffer in the 
FPGA logic. This alternative RX elastic buffer utilizes a single block RAM to create a buffer 
that is twice as large as the one present in the MGT, therefore consuming extra logic 
resources. However, this default mode provides reliable SGMII operation.

Option 2 uses the RX elastic buffer in the MGTs. This buffer, which is half the size of the 
buffer in Option 1, can potentially underflow or overflow during SGMII frame reception at 
10 Mb/s operation (see “The FPGA RX Elastic Buffer Requirement”). However, in logical 
implementations where this case is proven reliable, this option is preferred because of its 
lower logic utilization.
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The FPGA RX Elastic Buffer Requirement

Figure 4-17 illustrates a simplified diagram of a common situation where the Ethernet 
MAC in SGMII mode is interfaced to an external PHY device. Separate oscillator sources 
are used for the FPGA and the external PHY. The Ethernet specification uses clock sources 
with a 100 ppm tolerance. In Figure 4-17, the clock source for the PHY is slightly faster than 
the clock source to the FPGA. Therefore, during frame reception, the RX elastic buffer 
(implemented in the MGT in this example) starts to fill up.

Following frame reception in the interframe gap period, idles are removed from the 
received datastream to return the RX elastic buffer to half-full occupancy. This task is 
performed by the clock correction circuitry (see UG076, Virtex-4 RocketIO Multi-Gigabit 
Transceiver User Guide).

Assuming separate clock sources, each with 100 ppm tolerance, the maximum frequency 
difference between the two devices can be 200 ppm, which translates into a full clock 
period difference every 5000 clock periods.

Relating this information to an Ethernet frame, there is a single byte of difference every 
5000 bytes of received frame data, causing the RX elastic buffer to either fill or empty by an 
occupancy of one.

The maximum Ethernet frame (non-jumbo) has a 1522-byte size for a VLAN frame: 

• At 1 Gb/s operation, this size translates into 1522 clock cycles

• At 100 Mb/s operation, this size translates into 15220 clock cycles (because each byte 
is repeated 10 times

• At 10 Mb/s operation, this size translates into 152200 clock cycles (because each byte 
is repeated 100 times)

Considering the 10 Mb/s case, 152200/5000 = 31 FIFO entries are needed in the elastic 
buffer above and below the halfway point to insure that the buffer does not underflow or 
overflow during frame reception. This assumes that frame reception begins when the 
buffer is exactly half full.

Figure 4-17: SGMII Implementation Using Separate Clock Sources
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MGT Elastic Buffer (Ring Buffer)

The RX ring buffer in the MGTs has 64 entries, and acts as an elastic buffer. Upon 
initialization or reset, the buffer goes to half full. However, the buffer cannot be assumed to 
be exactly half full at the start of frame reception. Additionally, the underflow and 
overflow thresholds are not exact.

Figure 4-18 illustrates the elastic buffer depths and thresholds of MGTs in Virtex-4 devices. 
Each FIFO word corresponds to a single character of data (equivalent to a single byte of 
data following 8B/10B decoding).

The shaded area represents the usable buffer for the duration of frame reception.

• If the buffer is filling during frame reception, then there are 57 – 34 = 23 FIFO 
locations available before the buffer hits the overflow mark.

• If the buffer is emptying during reception, then there are 30 – 16 = 14 FIFO locations 
available before the buffer hits the underflow mark.

This analysis assumes that the buffer is approximately at the half-full level at the start of 
the frame reception. There are, as illustrated, two locations of uncertainty above and below 
the exact half-full mark of 32. The uncertainty is a result of the clock correction decision, 
which is performed in a different clock domain.

Since there is a worst case scenario of one clock edge difference every 5000 clock periods, 
the maximum number of clock cycles (bytes) that can exist in a single frame passing 
through the buffer before an error occurs is 5,000 x 14 = 70,000 bytes.

Table 4-4 translates this into maximum frame lengths at different Ethernet MAC speeds. 
The situation is worse at SGMII speeds lower than 1 Gb/s because bytes are repeated 
multiple times.

Figure 4-18: Elastic Buffer Size for MGTs

Table 4-4: Maximum Frame Sizes for MGT RX Elastic Buffers (100 ppm Clock Tol.)

Standard Speed Maximum Frame Size

1000BASE-X 1 Gb/s only 70,000

SGMII 1 Gb/s 70,000

64

57 - Overflow Mark

34
30

16 - Underflow Mark

GT11 RX Elastic Buffer

UG074_c6_28_012408

http://www.xilinx.com


126 www.xilinx.com Embedded Tri-Mode Ethernet MAC User Guide
UG074 (v2.2) February 22, 2010

Chapter 4: Physical Interface
R

FPGA Logic Elastic Buffer

For reliable SGMII operation at 10 Mb/s (non-jumbo frames), the MGT RX elastic buffer 
must be bypassed and a larger buffer implemented in the FPGA logic. The RX elastic buffer 
in FPGA logic, provided by the example design, is twice the size and nominally provides 
64 entries above and below the half-full threshold. This configuration can manage 
standard (non-jumbo) Ethernet frames at all three SGMII speeds.

Figure 4-19 illustrates alternative FPGA logic RX elastic buffer depth and thresholds. Each 
FIFO word corresponds to a single character of data (equivalent to a single byte of data 
following 8B/10B decoding). This buffer can optionally be used to replace the RX elastic 
buffers of the MGT. See “Using the FPGA Logic Elastic Buffer,” page 128.

The shaded area in Figure 4-19 represents the usable buffer availability for the duration of 
frame reception.

• If the buffer is filling during frame reception, then there are 122 – 66 = 56 FIFO 
locations available before the buffer hits the overflow mark.

• If the buffer is emptying during reception, then there are 62 – 6 = 56 FIFO locations 
available before the buffer hits the underflow mark.

This analysis assumes that the buffer is approximately at the half-full level at the start of 
the frame reception. As illustrated, there are two locations of uncertainty above and below 
the exact half-full mark of 64 as a result of the clock correction decision, which is based 
across an asynchronous boundary.

Since there is a worst-case scenario of one clock edge difference every 5000 clock periods, 
the maximum number of clock cycles (bytes) that can exist in a single frame passing 
through the buffer before an error occurs is 5000 x 56 = 280000 bytes.

SGMII 100 Gb/s 7,000

SGMII 10 Gb/s 700

Figure 4-19: Elastic Buffer Size for FPGA Logic Buffer

Table 4-4: Maximum Frame Sizes for MGT RX Elastic Buffers (100 ppm Clock Tol.) 

Standard Speed Maximum Frame Size

128
66

122 - Overflow Mark

6 - Underflow Mark

SGMII FPGA
RX Elastic Buffer 

62

UG074_4_19_012408

http://www.xilinx.com


Embedded Tri-Mode Ethernet MAC User Guide www.xilinx.com 127
UG074 (v2.2) February 22, 2010

10/100/1000 Serial Gigabit Media Independent Interface (SGMII)
R

Table 4-5 translates this into maximum frame lengths at different Ethernet MAC speeds. 
The situation is worse at SGMII speeds lower than 1 Gb/s because bytes are repeated 
multiple times.

Using the MGT RX Elastic Buffer

The RX elastic buffer implemented in the MGT can be used reliably when:

• 10 Mb/s operation is not required. Both 1 Gb/s and 100 Mb/s operate on standard 
Ethernet MAC frame sizes only.

• When the clocks are closely related (see “Closely Related Clock Sources”).

Designers are recommended to select the FPGA Logic RX elastic buffer implementation if 
they have any doubts to reliable operation. 

Closely Related Clock Sources

Two cases are described with closely related clocks in SGMII mode.

• Case 1 

Figure 4-20 illustrates a simplified diagram of a common situation where the Ethernet 
MAC in SGMII mode is interfaced to an external PHY device. A common oscillator 
source is used for both the FPGA and the external PHY.

Table 4-5: Maximum Frame Sizes for FPGA Logic RX Elastic Buffers 
(100 ppm Clock Tol.)

Standard Speed Maximum Frame Size

1000BASE-X 1 Gb/s only 280,000

SGMII 1 Gb/s 280,000

SGMII 100 Mb/s 28,000

SGMII 10 Mb/s 2,800

Figure 4-20: SGMII Implementation Using Shared Clock Sources
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If the PHY device sources the receiver SGMII stream synchronously from the shared 
oscillator (refer to the PHY data sheet), the MGT receives data at exactly the same rate 
as that used by the core. That is, the RX elastic buffer neither empties nor fills because 
the same frequency clock is on either side. 

In this situation, the RX elastic buffer does not underflow or overflow, and the RX 
elastic buffer implementation in the MGT is recommended to save logic resources.

• Case 2 

Using the case illustrated by Figure 4-17, assume that both clock sources used are 
50 ppm. The maximum frequency difference between the two devices is 100 ppm, 
translating into a full clock period difference every 10000 clock periods and resulting 
in a requirement for 16 FIFO entries above and below the half-full point. This case 
provides reliable operation with the MGT RX elastic buffers. However, the designer 
must check the PHY data sheet to ensure that the PHY device sources the receiver 
SGMII stream synchronously to its reference oscillator.

Using the FPGA Logic Elastic Buffer

Figure 4-21 illustrates a simplified diagram of a situation where the Ethernet MAC in 
SGMII mode is interfaced to an external PHY device with an independent clock. The 
MGT’s elastic buffer has been bypassed and the FPGA elastic buffer is used.

Using the SGMII in this configuration eliminates the possibility of buffer error if the clocks 
are not tightly controlled enough to use the MGT elastic buffer.

Figure 4-21: SGMII Implementation Using a Logic Buffer
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MGT Logic Using the MGT RX Elastic Buffer

Figure 4-23 shows the Ethernet MAC configured with SGMII as the physical interface. 
Connections to the RocketIO transceiver are illustrated.

These connections and the shim are created by the CORE Generator tool when the physical 
interface is selected to be either SGMII or 1000BASE-X PCS/PMA. By using the CORE 
Generator tool, the time required to instantiate the Ethernet MAC into a usable design is 
greatly reduced.

Figure 4-22: Ethernet MAC Configured in SGMII Mode
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10/100/1000 SGMII Interface
Figure 4-23 shows the Ethernet MAC configured with SGMII as the physical interface. In 
this interface, not all the ports of the Ethernet MAC are used.

Figure 4-23: Ethernet MAC Configured in SGMII Mode
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10/100/1000 SGMII Clock Management
Figure 4-24 shows the clock management used with the SGMII interface. At a line rate of 
1.25 Gb/s or below, oversampling is used by the built-in MGT digital receiver to recover 
clock and data. Chapter 3 of UG076, Virtex-4 RocketIO Multi-Gigabit Transceiver User Guide 
provides more details about the digital receiver oversampling operation. The inputs of the 
GT11CLK_MGT primitive connect to an external, high-quality reference clock with a 
frequency of 250 MHz specifically for the MGT. The output SYNCLK1OUT connects to the 
PLL reference clock input REFCLK1. TXOUTCLK1 is derived from the transmitter PLL. 
TXOUTCLK1 feeds TXUSRCLK2 and the PHYEMAC#GTXCLK. RXRECCLK1 feeds a 
BUFR that is used to clock the internal elastic buffer. This buffer is only necessary for 
SGMII. The output of the BUFR also drives RXUSRCLK2. RXUSRCLK and TXUSRCLK are 
both tied to ground.

Figure 4-24: SGMII Clock Management
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To ensure that the Ethernet MAC does not operate until the MGT has achieved all 
necessary locks, the CLIENTEMAC#DCMLOCKED input signal to the EMAC# block is 
generated using the TXLOCK and RXLOCK signals from the MGT, and the DCM 
LOCKED output. Refer to the CORE Generator Ethernet MAC wrapper for the actual 
implementation of this combined lock signal.

The EMAC#CLIENTRXCLIENTCLKOUT output port must be connected to a BUFG to 
drive the receive client logic in the FPGA fabric, and then is routed back into the input 
ports CLIENTEMAC#RXCLIENTCLKIN and CLIENTEMAC#TXCLIENTCLKIN. This 
clock is also used for the transmit client logic.

SGMII Signals
An Ethernet MAC wrapper has all necessary pin connections to configure the primitive 
into SGMII. Table 4-6 describes the 10/100/1000 SGMII interface signals.

Table 4-6: 10/100/1000 SGMII and 1000BASE-X PCS/PMA Interface Signals

Signal Direction Description

ENCOMMAALIGN_# Output Enable PMA layer (MGT) to realign to commas.

LOOPBACKMSB_# Output Loopback tests within the MGTs.

MGTRXRESET_# Output Reset to receive PCS of MGT.

MGTTXRESET_# Output Reset to transmit PCS of MGT.

POWERDOWN_# Output Power down the MGTs.

SYNC_ACQ_STATUS_# Output

The output from the receiver’s synchronization state machine of IEEE 
Std 802.3, Clause 36.

When asserted High, synchronization on the received bitstream is 
obtained. The state machine is in one of the SYNC_AQUIRED states of 
IEEE Std 802.3 Figure 36-9.

When deasserted Low, synchronization is not yet obtained.

TXCHARDISPMODE_# Output Set running disparity for current byte.

TXCHARDISPVAL_# Output Set running disparity value.

TXCHARISK_# Output K character transmitted in TXDATA.

PHYAD[4:0]_# Input PHY address of MDIO register set for the PCS sublayer.

RXBUFSTATUS[1:0]_# Input
Receiver elastic buffer status: Bit [1] asserted indicates over flow or 
underflow.

RXCHARISCOMMA_# Input Comma detected in RXDATA.

RXCHARISK_# Input
K character received or extra data bit in RXDATA. Becomes the 10th bit 
in RXDATA when RXNOTINTABLE is asserted.

RXCHECKINGCRC_# Input Reserved, tie to GND.

RXBUFERR_# Input Reserved, tie to GND.

RXCOMMADET_# Input Reserved, tie to GND.

RXDISPERR_# Input Disparity error in RXDATA.

RXLOSSOFSYNC[1:0]_# Input Reserved, tie to GND.
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RXNOTINTABLE_# Input Indicates non-existent 8B/10 code.

RXRUNDISP _# Input
Running disparity in the received serial data. When RXNOTINTABLE 
is asserted in RXDATA, this signal becomes the ninth data bit.

RXCLKCORCNT[2:0]_# Input Status denoting the occurrence of clock correction.

SIGNAL_DETECT _# Input

Signal direct from PMD sublayer indicating the presence of light 
detected at the optical receiver, as defined in IEEE Std 802.3, Clause 36. 
If asserted High, the optical receiver has detected light. When 
deasserted Low this indicates the absence of light.

If unused, this signal should be tied High to enable correct operation 
the Ethernet MAC.

TXBUFERR_# Input TX buffer error (overflow or underflow).

CLIENTEMAC#DCMLOCKED Input

If a DCM is used to derive any of the clock signals going to the 
Ethernet MAC, the locked port of the DCM must be connected to the 
CLIENTEMAC#DCMLOCKED port of the Ethernet MAC. The 
Ethernet MAC is held in reset until CLIENTEMAC#DCMLOCKED is 
driven to logic 1. 

If DCM is not used, tie this port to a logic 1.

DADDR Input Dynamic configuration address bus.

DO_# Output Configuration output data bus.

DRDY Output Strobe that indicates read/write cycle is complete.

DCLK Input Dynamic configuration bus clock.

DI_# Input Dynamic configuration input data bus.

DEN_# Input Dynamic configuration bus enable when set to a logic 1.

DWE_# Input Dynamic configuration write enable when set to a logic 1.

Table 4-6: 10/100/1000 SGMII and 1000BASE-X PCS/PMA Interface Signals (Cont’d)

Signal Direction Description
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Management Registers
SGMII has a similar PCS sublayer managed register block defined in IEEE Std 802.3-2002 
Clause 37. This set of 10 management registers, accessed through MDIO, is described in the 
1000BASE-X PCS/PMA section (“Management Registers,” page 140). However, the auto-
negotiation Advertisement Register (register 4) and the auto-negotiation Link Partner 
Ability BASE Register (register 5) are different in the SGMII specification. Table 4-7 and 
Table 4-8 describe these two registers with regard to the SGMII specification.

Table 4-7: SGMII Auto-Negotiation Advertisement Register (Register 4)

Bit(s) Name Description Attributes Default Value

4.15:0
All bits SGMII defined value sent from the MAC 

to the PHY. Read Only 000000000000001

Table 4-8:  SGMII Auto-Negotiation Link Partner Ability Base Register (Register 5)

Bit(s) Name Description Attributes Default Value

5.15 Link up/down
1 = Link up.
0 = Link down.

Read only 1

5.14 Acknowledge
Used by the auto-negotiation function to 
indicate reception of a link partner’s 
base or next page.

Read only 0

5.13 Reserved Always return 0. Returns 0 0

5.12 Duplex mode
1 = Full Duplex.
0 = Half Duplex.

Read only 00

5.11:10 Speed

00 = 10 Mb/s.
01 = 100 Mb/s.
10 = 1000 Mb/s.
11 = Reserved.

Read only 00

5.9:1 Reserved Always returns 0s. Returns 0s 000000000

5.0 Reserved Always returns 1. Returns 1 1
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1000BASE-X PCS/PMA
The full-duplex PCS with PMA interface for 1000BASE-X is defined in IEEE Std 802.3-2002, 
Clauses 36 and 37.

Figure 4-25 shows a block diagram of the PCS and PMA sublayers. The functional blocks 
of the PCS and PMA sublayers can replace the GMII interface. The functional blocks of the 
PCS and PMA sublayers are:

• Transmit engine

• Auto-negotiation block

• Receive engine and synchronization block

• PCS management register block

• RocketIO transceiver

The management register block in the PCS sublayer is accessed through the MDIO 
interface as though there is an externally connected PHY. This block is used to configure 
the operation of the PCS sublayer, the PMA sublayer, and auto-negotiation. The host 
interface can control the MDIO interface as defined in “MDIO Interface” in Chapter 3. 
When the management interface is not present, the PCS sublayer management register 
block must be accessed using a separate MDIO controller outside the Ethernet MAC.

The MGT provides some of the PCS layer functionality including 8B/10B encoding and 
decoding, and serialization and deserialization in the PMA layer.

1000BASE-X PCS/PMA Interface
Figure 4-26 shows the Ethernet MAC configured with 1000BASE-X PCS/PMA as the 
physical interface. The client interfaces can be either 8 bits or 16 bits wide. In 16-bit client 
mode, the Ethernet MAC can operate at 250 MHz, enabling a 2.5 Gb/s line rate. In this 
interface, not all the ports of the Ethernet MAC are used.

Figure 4-25: Ethernet PCS/PMA Sublayer Extension
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Figure 4-26: Ethernet MAC Configured in 1000BASE-X PCS/PMA Mode
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Shim
Because of small differences in the way the Virtex-II Pro and Virtex-4 FPGA RocketIO 
transceivers output the clock correction status and data when RXNOTINTABLE is 
asserted, a shim is needed to modify the received data from the Virtex-4 FPGA RocketIO 
transceiver (GT11) to the format that the EMAC is expecting. Table 4-9 shows the ports of 
this shim created by the CORE Generator tool for the SGMII and 1000BASE-X designs.

1000BASE-X PCS/PMA Clock Management

8-Bit Data Client

Figure 4-27 shows the clock management used with the 1000BASE-X PCS/PMA interface 
and an 8-bit data client. At a line rate of 1.25 Gb/s or below, oversampling is used by the 
built-in MGT digital receiver to recover clock and data. See Chapter 3 of UG076, Virtex-4 
RocketIO Multi-Gigabit Transceiver User Guide for more details about the digital receiver 
oversampling operation. The inputs of the GT11CLK_MGT primitive are connected to an 
external, high-quality reference clock with a frequency of 250 MHz specifically for the 
MGT. The output SYNCLKOUT connects to the PLL reference clock input REFCLK. 
TXOUTCLK1, derived from the transmitter PLL, reflects the reference clock and drives the 
other clock inputs. It connects through a global buffer to PHYEMAC#GTXCLK and into 
TXUSRCLK2 and RXUSRCLK2. TXUSRCLK and RXUSRCLK are not used and are tied to 
ground. 

To ensure that the Ethernet MAC does not operate until the MGT has achieved all 
necessary locks, the CLIENTEMAC#DCMLOCKED input signal to the EMAC# block is 
generated using the TXLOCK and RXLOCK signals from the MGT, and the DCM 
LOCKED output. Refer to the CORE Generator Ethernet MAC wrapper for the actual 
implementation of this combined lock signal. 

The EMAC#CLIENTTXCLIENTCLKOUT output port must be connected to a BUFG to 
drive the transmit client logic in the FPGA fabric, and then is routed back into the input 
port CLIENTEMAC#TXCLIENTCLKIN. This method is also used for the receive client 
logic.

Table 4-9: Shim Port Names

Port Name I/O Width Description

rxusrclk2 I 1 Logic Clock.

Rxstatus I 6 Status from GT11.

Rxnotintable I 1 Status from GT11.

rxd_in I 8 Data from GT11.

rxcharisk_in I 1 Control from GT11.

rxrundisp_in I 1 Status from GT11.

Rxclkcorcnt O 3 Status in GT format.

rxd_out O 8
Data in GT format when rxnotintable 
asserted.

rxcharisk_out O 1 Control in GT/GT11 format.

rxrundisp_out O 1 Control in GT/GT11 format.
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Figure 4-27: 1000BASE-X PCS/PMA (8-bit Data Client) Clock Management
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16-Bit Data Client

Figure 4-28 shows the clock management used with the 1000BASE-X PCS/PMA interface 
and a 16-bit data client. This mode supports 1.25 Gb/s and 2.5 Gb/s line rates. For a 
2.5 Gb/s line rate, clock and data are recovered from the incoming data stream. 

The inputs of the GT11CLK_MGT primitive connect to an external, high-quality reference 
clock with a frequency of 250 MHz for 1.25 Gb/s and 2.5 Gb/s line rates. The output 
SYNCLK1OUT connects to the PLL reference clock input REFCLK1. TXOUTCLK1, 

Figure 4-28: 1000BASE-X PCS/PMA (16-Bit Data Client) Clock Management
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derived from the transmitter PLL, reflects the reference clock and drives the other clock 
inputs. It connects through a global buffer to PHYEMAC#GTXCLK and into TXUSRCLK2 
and RXUSRCLK2. TXUSRCLK and RXUSRCLK are not used and are tied to ground.

Because no GMII logic is in the 1000BASE-X PCS/PMA mode of configuration, the 
EMAC#CLIENTTXGMIIMIICLKOUT output port is not connected, and the input port 
CLIENTEMAC#TXGMIIMIICLKIN is connected to ground. 

The EMAC#CLIENTTXCLIENTCLKOUT output port must be connected to the DCM 
CLKIN input. The CLKDV output of the DCM, with the CLKDV_DIVIDE attribute set to 
two, is routed to a BUFG and is connected to the transmit client logic and to 
PHYEMAC#MIITXCLK. The CLK0 output of the DCM is routed to a BUFG and is 
connected to the input port CLIENTEMAC#TXCLIENTCLKIN. This arrangement reduces 
the clock rate on the 16-bit client interface to half of the PHYEMAC#GTXCLK. The clocks 
generated by this DCM can also be shared with the receive clocks 
CLIENTEMAC#RXCLIENTCLKIN and PHYEMAC#RXCLK as shown in Figure 4-28. 

TXLOCK and RXLOCK from the MGT and the locked signals from the client interface 
DCM are ANDed together to generate a combined lock signal for 
CLIENTEMAC#DCMLOCKED. The lock signal ensures the Ethernet MAC does not 
operate until the MGT has achieved all the necessary locks. 

The phase-matched clock divider (PMCD) feature of certain Virtex-4 devices can be used to 
replace the client interface DCM.

PCS/PMA Signals
An Ethernet MAC wrapper has all the necessary pin connections to configure the primitive 
into 1000BASE-X PCS/PMA. Table 4-6 also describes the 1000BASE-X PCS/PMA interface 
signals.

Management Registers
The PCS in the 1000BASE-X PCS/PMA sublayer contains the full managed register block 
defined in IEEE Std 802.3-2002, Clause 37. This utilizes 10 dedicated management registers, 
accessed from the MDIO interface. Table 4-10 to Table 4-19 define these 10 registers. 

Table 4-10: Control Register (Register 0)

Bit(s) Name Description Attributes Default Value

0.15 Reset 1 = PCS/PMA reset.
0 = Normal operation.

Read/Write
Self Clearing

TIEEMAC#CONFIGVEC[78]

0.14 Loopback 1 = Enable loopback mode.
0 = Disable loopback mode.

Read/Write TIEEMAC#CONFIGVEC[74]

0.13 Speed Selection 
(LSB)

The Ethernet MAC always returns a 0 
for this bit. Along with bit 0.6, speed 
selection of 1000 Mb/s is identified.

Returns 0 0

0.12
Auto-
Negotiation 
Enable

1 = Enable auto-negotiation process.
0 = Disable auto-negotiation process.

Read/Write TIEEMAC#CONFIGVEC[77]
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0.11 Power Down

1 = Power down.
0 = Normal operation.
When set to 1, the MGT is placed in a 
Low power state. This bit requires a 
reset (see bit 0.15) to clear.

Read/ Write TIEEMAC#CONFIGVEC[75]

0.10 Isolate
1 = Electrically isolate the PHY
from GMII.
0 = Normal operation.

Read/Write TIEEMAC#CONFIGVEC[76]

0.9
Restart Auto-
Negotiation

1 = Restart auto-negotiation process.
0 = Normal operation.

Read/Write
Self Clearing

0

0.8 Duplex Mode
The Ethernet MAC always returns a 1 
for this bit to signal full-duplex mode.

Returns 1 1

0.7 Collision Test
The Ethernet MAC always returns a 0 
for this bit to disable COL test.

Returns 0 0

0.6
Speed Selection 
(MSB)

The Ethernet MAC always returns a 1 
for this bit. Together with bit 0.13, speed 
selection of 1000 Mb/s is identified.

Returns 1 1

0.5:0 Reserved Always returns zeros, writes ignored. Returns 0s 000000

Table 4-10: Control Register (Register 0) (Cont’d)

Bit(s) Name Description Attributes Default Value

Table 4-11: Status Register (Register 1)

Bit(s) Name Description Attributes Default Value

1.15 100BASE-T4
The Ethernet MAC always returns a 0 
for this bit because 100BASE-T4 is not 
supported.

Returns 0 0

1.14
100BASE-X 
Full Duplex

The Ethernet MAC always returns a 0 
for this bit because 100BASE-X full 
duplex is not supported.

Returns 0 0

1.13
100BASE-X
Half Duplex

The Ethernet MAC always returns a 0 
for this bit because 100BASE-X half 
duplex is not supported.

Returns 0 0

1.12
10 Mb/s
Full Duplex

The Ethernet MAC always returns a 0 
for this bit because 10 Mb/s full duplex 
is not supported.

Returns 0 0

1.11 10 Mb/s
Half Duplex

The Ethernet MAC always returns a 0 
for this bit because 10 Mb/s half duplex 
is not supported.

Returns 0 0

1.10
100BASE-T2
Full Duplex

The Ethernet MAC always returns a 0 
for this bit because 100BASE-T2 full 
duplex is not supported.

Returns 0 0

1.9
100BASE-T2
Half Duplex

The Ethernet MAC always returns a 0 
for this bit because 100BASE-T2 half 
duplex is not supported.

Returns 0 0
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1.8 Extended Status
The Ethernet MAC always returns a 1 
for this bit, indicating the presence of the 
extended register (Register 15).

Returns 1 1

1.7 Reserved Always returns 0, writes ignored. Returns 0 0

1.6
MF Preamble 
Suppression

The Ethernet MAC always returns a 1 
for this bit to indicate the support of 
management frame preamble 
suppression.

Returns 1 1

1.5
Auto-
Negotiation 
Complete

1 = Auto-negotiation process 
completed.
0 = Auto-negotiation process not 
completed.

Read Only 0

1.4 Remote Fault
1 = Remote fault condition detected.
0 = No remote fault condition detected.

Read Only
Self Clearing 

on read
0

1.3
Auto-
Negotiation 
Ability

The Ethernet MAC always returns a 1 
for this bit, indicating that the PHY is 
capable of auto-negotiation.

Returns 1 1

1.2 Link Status(1)

1 = Link is up.
0 = Link is down.

This bit latches to 0 if the link status goes 
down, and clears to the current link 
status on read.

Read Only
Self Clearing 

on read
0

1.1 Jabber Detect
The Ethernet MAC always returns a 0 
for this bit because jabber detect is not 
supported.

Returns 0 0

1.0
Extended 
Capability

The Ethernet MAC always returns a 0 
for this bit because no extended register 
set is supported.

Returns 0 0

Notes: 
1. When High, the link is valid: synchronization of the link has been obtained and Auto-Negotiation (if present and enabled) has 

completed. When Low, a valid link has not been established. Either link synchronization has failed or Auto-Negotiation (if present 
and enabled) has failed to complete. Regardless of whether Auto-Negotiation is enabled or disabled, there can be some delay to the 
deassertion of this signal following the loss of synchronization of a previously successful link. This is due to the Auto-Negotiation 
state machine which requires that synchronization is lost for an entire link timer duration before changing state. For more 
information, see the IEEE Std 802.3-2002 specification.

Table 4-11: Status Register (Register 1) (Cont’d)

Bit(s) Name Description Attributes Default Value

Table 4-12: PHY Identifier (Registers 2 and 3)

Bit(s) Name Description Attributes Default Value

2.15:0
Organizationally 
Unique Identifier

Organizationally Unique Identifier 
(OUI) from IEEE is 0x000A35.

Returns 
OUI(3-18) 0000000000101000

3.15:10
Organizationally 
Unique Identifier

Organizationally Unique Identifier 
(OUI) from IEEE is 0x000A35.

Returns 
OUI(19-24) 110101
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3.9:4
Manufacturer’s 
Model Number Always returns 0s. Returns 0s 000000

3.3:0
Revision 
Number Always returns 0s. Returns 0s 0000

Table 4-12: PHY Identifier (Registers 2 and 3) (Cont’d)

Bit(s) Name Description Attributes Default Value

Table 4-13: Auto-Negotiation Advertisement Register (Register 4)

Bit(s) Name Description Attributes Default Value

4.15 Next Page

1 = Next page functionality is 
advertised
0 = Next page functionality is not 
advertised

Read/Write 0

4.14 Reserved Always returns 0, writes ignored. Returns 0 0

4.13:12 Remote Fault

00 = No error.
01 = Offline.
10 = Link failure.
11 = Auto-negotiation error.

Read/Write
Self clearing 

to 00 after 
auto-

negotiation 

00

4.11:9 Reserved Always return 0, writes ignored. Returns 0 0

4.8:7 Pause

00 = No PAUSE.
01 = Symmetric PAUSE.
10 = Asymmetric PAUSE towards link 
partner.
11 = Both symmetric PAUSE and 
asymmetric PAUSE towards link 
partner.

Read/Write 11

4.6 Half Duplex
The Ethernet MAC always returns a 0 
for this bit because half-duplex mode is 
not supported.

Returns 0 0

4.5 Full Duplex
1 = Full-duplex mode is advertised.
0 = Full-duplex mode is not advertised.

Read/Write 1

4.4:0 Reserved Always returns 0s, writes ignored. Returns 0s 00000
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Table 4-14: Auto-Negotiation Link Partner Ability Base Register (Register 5)

Bit(s) Name Description Attributes Default Value

5.15 Next Page

1 = Next page functionality is 
supported.
0 = Next page functionality is not 
supported.

Read Only 0

5.14 Acknowledge
Used by the auto-negotiation function to 
indicate reception of a link partner’s 
base or next page.

Read Only 0

5.13:12 Remote Fault

00 = No Error.
01 = Offline.
10 = Link Failure.
11 = Auto-Negotiation Error.

Read Only 00

5.11:9 Reserved Always returns 0s. Returns 0s 000

5.8:7 Pause

00 = No PAUSE.
01 = Symmetric PAUSE supported.
10 = Asymmetric PAUSE supported.
11 = Both symmetric PAUSE and 
asymmetric PAUSE supported.

Read Only 00

5.6 Half Duplex
1 = Half-duplex mode is supported.
0 = Half-duplex mode is not supported.

Read Only 0

5.5 Full Duplex
1 = Full-duplex mode is supported.
0 = Full-duplex mode is not supported.

Read Only 0

5.4:0 Reserved Always returns 0s. Returns 0s 00000

Table 4-15: Auto-Negotiation Expansion Register (Register 6)

Bit(s) Name Description Attributes Default Value

6.15:3 Reserved Always returns 0s. Returns 0s 0000000000000

6.2 Next Page Able
The Ethernet MAC always returns a 1 
for this bit because the device is Next 
Page Able.

Returns 1 1

6.1 Page Received
1 = A new page is received.
0 = A new page is not received.

Read only. 
Self clearing 

on read.
0

6.0 Reserved Always returns 0s. Returns 0s 0000000
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Table 4-16: Auto-Negotiation Next Page Transmit Register (Register 7)

Bit(s) Name Description Attributes Default Value

7.15 Next Page
1 = Additional next page(s) follow
0 = Last page.

Read/Write 0

7.14 Reserved Always returns 0. Returns 0 0

7.13 Message Page
1 = Message Page.
0 = Unformatted Page.

Read/Write 1

7.12 Acknowledge 2
1 = Complies with message.
0 = Cannot comply with message.

Read/Write 0

7.11 Toggle
Value toggles between subsequent 
pages.

Read Only 0

7.10:0
Message or
Unformatted 
Code Field

Message code field or unformatted page 
encoding as dictated by 7.13.

Read/Write
00000000001

(Null Message Code)

Table 4-17: Auto-Negotiation Next Page Receive Register (Register 8) 

Bit(s) Name Description Attributes Default Value

8.15 Next Page 1 = Additional Next Page(s) follow
0 = Last page.

Read Only 0

8.14 Acknowledge
Used by auto-negotiation function to 
indicate reception of a link partner’s 
base or next page.

Read Only 0

8.13 Message Page
1 = Message Page.
0 = Unformatted Page.

Read Only 0

8.12 Acknowledge 2
1 = Complies with message.
0 = Cannot comply with message.

Read Only 0

8.11 Toggle
Value toggles between subsequent next 
pages.

Read Only 0

8.10:0
Message / 
Unformatted 
Code Field

Message code field or unformatted page 
encoding as dictated by 8.13.

Read Only 00000000000

Table 4-18: Extended Status Register (Register 15)

Bit(s) Name Description Attributes Default Value

15.15
1000BASE-X
Full Duplex

The Ethernet MAC always returns a 1 
for this bit because 1000BASE-X full 
duplex is supported.

Returns 1 1

15.14
1000BASE-X 
Half Duplex

The Ethernet MAC always returns a 0 
for this bit because 1000BASE-X half 
duplex is not supported.

Returns 0 0

15.13 1000BASE-T 
Full Duplex

The Ethernet MAC always returns a 0 
for this bit because 1000BASE-T full 
duplex is not supported.

Returns 0 0
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15.12 1000BASE-T 
Half Duplex

The Ethernet MAC always returns a 0 
for this bit because 1000BASE-T half 
duplex is not supported.

Returns 0 0

15:11:0 Reserved Always returns 0s. Returns 0s 000000000000

Table 4-18: Extended Status Register (Register 15) (Cont’d)

Bit(s) Name Description Attributes Default Value

Table 4-19: Vendor-Specific Register: Auto-Negotiation Interrupt Control Register (Register 16)

Bit(s) Name Description Attributes Default Value

16.15:2 Reserved Always returns 0s. Returns 0s 00000000000000

16.1 Interrupt Status

1 =  Interrupt is asserted.

0 =  Interrupt is not asserted.

If the interrupt is enabled, this bit is 
asserted upon the completion of an 
auto-negotiation cycle; it can only be 
cleared by writing 0 to this bit. 

If the interrupt is disabled, this bit is set 
to 0. 

The EMAC#CLIENTANINTERRUPT 
port is wired to this bit.

Read/Write 0

16.0 Interrupt Enable
1 =  Interrupt is enabled.

0 =  Interrupt is disabled.
Read/Write 1
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Chapter 5

Miscellaneous Functions

This chapter provides useful design information for the Virtex®-4 FPGA Embedded Tri-
Mode Ethernet MAC. It contains the following sections:

• “Clock Frequency Support”

• “Ethernet MAC Configuration,” page 149

• “Auto-Negotiation Interrupt,” page 151

Clock Frequency Support
Table 5-1 through Table 5-5 summarize the supported clock frequencies of the Ethernet 
MAC. All clock signal output frequencies for both the transmit and receive modules are 
generated in the clock-generation module of the Ethernet MAC.

  

Table 5-1: Transmit Clock Speeds (PHYEMAC#GTXCLK)

Clock Signals Direction 1000 Mb/s 100 Mb/s 10 Mb/s

PHYEMAC#GTXCLK Input 125 MHz 125 MHz 125 MHz

Table 5-2: Receive Clock Speeds (PHYEMAC#RXCLK)

Clock Signals Direction 1000 Mb/s 100 Mb/s 10 Mb/s

PHYEMAC#RXCLK Input 125 MHz 25 MHz 2.5 MHz

Table 5-3: Client Clock Frequency

Data Rate Direction 1000 Mb/s 100 Mb/s 10 Mb/s

EMAC#CLIENTRXCLIENTCLKOUT/
CLIENTEMAC#RXCLIENTCLKIN

Output/
Input

125 MHz 12.5 MHz 1.25 MHz

EMAC#CLIENTTXCLIENTCLKOUT/
CLIENTEMAC#TXCLIENTCLKIN

Output/
Input

125 MHz 12.5 MHz 1.25 MHz

Table 5-4: MII/GMII/RGMII Clock Frequency

Clock Signals Direction 1000 Mb/s 100 Mb/s 10 Mb/s

EMAC#CLIENTTXGMIIMIICLKOUT/
CLIENTEMAC#TXGMIIMIICLKIN

Output/
Input

125 MHz 25 MHz 2.5 MHz
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Transmit Clocking Scheme
Figure 5-1 shows the clocks used in the transmit module of the Ethernet MAC. In this 
figure, TX_CORE_CLK and TX_GMII_MII_CLK are internal clock signals.

The clock generation module uses the PHYEMAC#GTXCLK (1 Gb/s) and 
PHYEMAC#MIITXCLK (10/100 Mb/s) inputs to generate 
EMAC#CLIENTTXCLIENTCLKOUT to run the circuitry in the FPGA fabric connecting to 
the client side. The CLIENTEMAC#TXCLIENTCLKIN signal runs the client logic and 
transmit engine inside the Ethernet MAC. This clock signal must be from the FPGA clock 
drivers (BUFG) of EMAC#CLIENTTXCLIENTCLKOUT.

On the physical interface side, when the Ethernet MAC is configured in GMII, MII, or 
RGMII mode, EMAC#CLIENTTXGMIIMIICLKOUT drives the clock in the FPGA fabric 
connecting to the GMII/MII/RGMII sublayer. EMAC#CLIENTTXGMIIMIICLKOUT is 
also fed back into CLIENTEMAC#TXGMIIMIICLKIN.

The CLIENTEMAC#TXGMIIMIICLKIN signal runs the MII/GMII/RGMII logic inside the 
Ethernet MAC. This clock signal must be from the FPGA clock drivers (BUFG) of 
EMAC#CLIENTTXGMIIMIICLKOUT. When Ethernet MAC is configured in SGMII or 
1000BASE-X mode, TX_GMII_MII_CLK is driven by PHYEMAC#GTXCLK, and the 
CLIENTEMAC#TXGMIIMIICLKIN clock is not used.

When configured in MII mode, EMAC#CLIENTTXGMIIMIICLKOUT is derived from 
PHYEMAC#MIITXCLK. When configured in either GMII, RGMII, SGMII, or 1000BASE-X 

Table 5-5: Host Interface and MDIO Clock Frequencies

Clock Signals Direction Frequency

HOSTCLK Input Up to 125 MHz.

DCREMACCLK Input The same clock frequency as the PowerPC clock, CPMC405CLOCK. 
Must be phase-aligned with the PowerPC clock.

EMAC#PHYMCLKOUT Output Not to exceed 2.5 MHz for IEEE Std 802.3 compliance.

Figure 5-1: Transmit Clock
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PCS/PMA mode, EMAC#CLIENTTXGMIIMIICLKOUT is derived from the 
PHYEMAC#GTXCLK. See Chapter 4, “Physical Interface” for clock usage.

Receive Clocking Scheme
Figure 5-2 shows the clocks used in the receive module of the Ethernet MAC. In this figure, 
RX_CORE_CLK and RX_GMII_MII_CLK are internal clock signals.

The clock generation module takes the PHYEMAC#RXCLK from the physical interface 
and generates the EMAC#CLIENTRXCLIENTCLKOUT to run the circuitry in the FPGA 
fabric connecting to the client side. CLIENTEMAC#RXCLIENTCLKIN runs the client logic 
and receive engine inside the Ethernet MAC. This clock signal must be from the FPGA 
clock drivers (BUFG) of EMAC#CLIENTRXCLIENTCLKOUT.

When configured in MII/GMII/RGMII mode, the internal RX_GMII_MII_CLK is derived 
from the PHYEMAC#RXCLK and used to run the MII/GMII/RGMII sublayer. When the 
Ethernet MAC is configured in either SGMII or 1000BASE-X PCS/PMA mode, the clock to 
run the PCS/PMA sublayer is generated from the PHYEMAC#GTXCLK. See Chapter 4, 
“Physical Interface” for clock usage. 

Ethernet MAC Configuration
The Ethernet MAC can be configured using hardware or by accessing the registers through 
the host interface in software. The three methods for configuration are described in the 
following sections:

1. Tie-off pins in hardware (see “Tie-Off Pins” in Chapter 2)

2. Generic host bus using the host interface (see “Generic Host Bus” in Chapter 3)

3. DCR using the host interface (see “Using the DCR Bus as the Host Bus” in Chapter 3)

Table 5-6 shows the register addresses for each of the two Ethernet MACs. 

Figure 5-2: Receive Clocks
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Table 5-6: Ethernet MAC Register Addresses

{HOSTEMAC1SEL, HOSTADDR[9:0]} Register Description

EMAC0

0x200 Receiver Configuration (Word 0)

0x240 Receiver Configuration (Word 1)

0x280 Transmitter Configuration

0x2C0 Flow Control Configuration

0x300 Ethernet MAC Mode Configuration

0x320 RGMII/SGMII Configuration

0x340 Management Configuration

0x380 Unicast Address (Word 0)

0x384 Unicast Address (Word 1)

0x388 Multicast Address Table Access (Word 0)

0x38C Multicast Address Table Access (Word 1)

0x390 Address Filter Mode

EMAC1

0x600 Receiver Configuration (Word 0)

0x640 Receiver Configuration (Word 1)

0x680 Transmitter Configuration

0x6C0 Flow Control Configuration

0x700 Ethernet MAC Mode Configuration

0x720 RGMII/SGMII Configuration

0x740 Management Configuration

0x780 Unicast Address (Word 0)

0x784 Unicast Address (Word 1)

0x788 Multicast Address Table Access (Word 0)

0x78C Multicast Address Table Access (Word 1)

0x790 Address Filter Mode

Notes: 
1. HOSTEMAC1SEL acts as address bit 10 to select between EMAC0 and EMAC1.
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Auto-Negotiation Interrupt
Auto-Negotiation is controlled and monitored through the PCS Management Registers 
(see Table 4-10, “Control Register (Register 0)”) and is consequently only available when 
the optional MDIO Management Interface is present.

Overview of Operation

1000BASE-X Standard

Figure 5-3 illustrates the operation of 1000BASE-X auto-negotiation.

IEEE Std 802.3, Clause 37 describes the 1000BASE-X auto-negotiation function. This 
function allows a device to advertise the supported modes of operation to a device at the 
remote end of a link segment (the link partner), and to detect corresponding operational 
modes advertised by the Link Partner. The operation of the 1000BASE-X auto-negotiation 
is summarized:

1. To enable auto-negotiation, both auto-negotiation (see Table 4-10, “Control Register 
(Register 0)”), and MDIO (see Table 3-14, “Management Configuration Register”) 
must be enabled. Then, auto-negotiation automatically starts:

♦ After power-up, reset, or enabling of the MDIO interface

♦ Upon loss of synchronization

♦ Whenever the link partner initiates auto-negotiation

♦ Whenever an Auto-Negotiation Restart is requested (see Table 4-10, “Control 
Register (Register 0)”)

♦ When the PCS/PMA Reset bit is set (see Table 4-10, “Control Register (Register 
0)”).

Figure 5-3: 1000BASE-X Auto-Negotiation Overview
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2. During auto-negotiation, the contents of Register 4 (see Table 4-13, “Auto-Negotiation 
Advertisement Register (Register 4)”) are transferred to the link partner. This register 
can be written through the management interface, and enables software control of the 
system’s advertised abilities. Information provided in this register includes:

♦ Fault condition signalling

♦ Duplex mode

♦ Flow control capabilities for the attached Ethernet MAC.

3. At the same time, the advertised abilities of the Link Partner are transferred into 
Register 5 (see Table 4-14, “Auto-Negotiation Link Partner Ability Base Register 
(Register 5)”). This includes the same information as in Register 4.

4. Under normal conditions, this completes the auto-negotiation information exchange. 
It is now the responsibility of system management (for example, software running on 
an embedded PowerPC or MicroBlaze device) to complete the cycle. The results of the 
auto-negotiation should be read from Register 5, and other networking components, 
such as an attached Ethernet MAC, should be configured accordingly. There are two 
methods by which a host processor may learn of the competition of an auto-
negotiation cycle:

♦ By polling the auto-negotiation completion bit 1.5 in Register 1 (see Table 4-11, 
“Status Register (Register 1)”).

♦ By using the auto-negotiation interrupt port (see “Using the Auto-Negotiation 
Interrupt,” page 153).

SGMII Standard

Figure 5-4 illustrates the operation of SGMII auto-negotiation. 

The SGMII capable PHY has two distinctive sides to auto-negotiation: 

• The PHY performs auto-negotiation with its link partner using the relevant auto-
negotiation standard for the chosen medium (BASE-T auto-negotiation, illustrated in 
Figure 5-4, uses a twisted copper pair medium). This resolves the operational speed 
and duplex mode with the link partner.

Figure 5-4: SGMII Auto-Negotiation Overview
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• The PHY then passes the results of the auto-negotiation process with the link partner 
to the Ethernet 1000BASE-X PCS/PMA or SGMII (in SGMII mode), by leveraging the 
1000BASE-X auto-negotiation specification shown in Figure 5-3. This transfers the 
results of the Link Partner auto-negotiation across the SGMII and this is the only auto-
negotiation observed by the sub-layer.

The SGMII auto-negotiation function leverages the 1000BASE-X PCS/PMA auto-
negotiation function with the exception of:

• The duration of the Link Timer of the SGMII auto-negotiation decreases from 10 ms to 
1.6 ms making the entire auto-negotiation cycle faster (see “Auto-Negotiation Link 
Timer,” page 153).

• The information exchanged now contains speed resolution in addition to duplex 
mode.

The results of SGMII auto-negotiation can be used as described in “1000BASE-X Auto-
Negotiation Overview,” page 151.

Auto-Negotiation Link Timer
The built-in auto-negotiation Link Timer has different durations for different standards.

1000BASE-X Standard

The 1000BASE-X standard Link Timer is defined as having a duration somewhere between 
10.354 ms and 10.387 ms.

SGMII Standard

The SGMII standard Link Timer is defined as having a duration of 1.606 ms to 1.638 ms.

Using the Auto-Negotiation Interrupt
The auto-negotiation function has an EMAC#CLIENTANINTERRUPT port. This port is 
designed to be used with common microprocessor bus architectures (for example, the 
CoreConnect™ bus interfacing to a MicroBlaze design or the PPC405 processor 
implemented in the Virtex-4 device).

The operation of this port is enabled or disabled and cleared via Register 16 (see Table 4-19, 
“Vendor-Specific Register: Auto-Negotiation Interrupt Control Register (Register 16)”).

• When disabled, this port is permanently driven Low.

• When enabled, this port is set to logic 1 following the completion of an auto-
negotiation cycle. It remains high until cleared after a zero is written to bit 16.1 
(Interrupt Status bit) of Register 16.

http://www.xilinx.com
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Chapter 6

Use Models

This chapter contains the following sections:

• “Simulation Models”

• “Pinout Guidelines”

• “Interfacing to the Processor DCR”

• “Interfacing to an FPGA Fabric-Based Statistics Block”

Simulation Models

SecureIP Model
SecureIP models are encrypted versions of the actual HDL code. These models allow the 
user to simulate the functionality of the design without the overhead of simulating RTL. A 
Verilog LRM-IEEE 1364-2005 encryption-compliant simulator is required to use SecureIP.

The SecureIP model of the Ethernet MAC is installed with Xilinx® tools and can be 
precompiled into UniSim and SimPrim libraries. These libraries are used for functional 
and timing simulations, respectively. VHDL and Verilog wrappers are generated by the 
CORE Generator™ tool in the ISE software, as well as the scripts to simulate the Secure IP 
model.

For further help using the Ethernet MAC SecureIP model, see the documentation supplied 
with ISE software, especially the Synthesis and Simulation Design Guide at:

http://www.xilinx.com/support/software_manuals.htm.

Model Considerations
The DCR bus, except for DCREMACENABLE, is internally connected to the PPC405 
processor in the Virtex-4 FPGA processor block. However, for the SecureIP model of the 
Ethernet MAC, the user has to connect the DCR portion with the SecureIP model of the 
PowerPC 405 processor including DCREMACENABLE.

When simulating with the PCS/PMA layer (i.e., the Ethernet MAC is configured in either 
SGMII or 1000BASE-X PCS/PMA mode) and auto-negotiation is initialized to OFF 
(TIEEMAC#CONFIGVEC[77] = 0), EMAC#PHYSYNCACQSTATUS waits to be asserted 
High before the start of transmission. This allows the PCS layer to obtain synchronization. 

http://www.xilinx.com
http://www.xilinx.com/support/software_manuals.htm
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Pinout Guidelines
Xilinx recommends the following guidelines to improve design timing using the Virtex-4 
FPGA Embedded Tri-Mode Ethernet MAC:

• If available, use dedicated global clock pins for the Ethernet MAC input clocks.

• Use the column of IOBs located closest to the PowerPC processor and Ethernet MAC 
block.

• Use the MGTs located closest to the PowerPC processor and Ethernet MAC block.
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Interfacing to the Processor DCR
As described in the Host Interface section, the host interface allows the user to:

• Access the Ethernet MAC configuration registers.

• Access the optional accumulated statistics IP registers if implemented in the fabric.

• Access the configuration and multicast address table registers for the Address Filter 
block.

• Access the MDIO registers of the PHY.

• Access the Virtex®-4 FX FPGA processor blocks. For additional information on these 
processor blocks, see UG018, PowerPC405 Processor Block Reference Guide.

The following subsections describe sample codes of various transactions for interfacing to 
the processor DCR.

Reading from the Ethernet MAC Configuration Register

1. Write to cntlReg register with the desired address of the Ethernet MAC configuration 
register.

2. Poll the RDYstatus register until the configuration Read-Ready bit is asserted.

3. Read from the dataRegLSW register to show the value of the Ethernet MAC 
configuration register.

Assuming the DCR base address is 0x0, to read from the EMAC0 transmitter 
configuration register:

// EMAC Configuration Register 0x280 (EMAC0 Transmitter Configuration)
// Write the address of EMAC0 Transmitter Configuration register to the 
// cntlReg register
mtdcr(0x0 + 14, 0x280);
// Poll the RDYstatus register 
while ( !(mfdcr(0x0 + 15) & 0x00000020) );
// Read the dataRegLSW with the values returned from the EMAC0 
// Transmitter Configuration register
mfdcr (0x0 + 13);

Writing to the Ethernet MAC Configuration Register

1. Write to dataRegLSW register with the desired value for the Ethernet MAC 
configuration register.

2. Write to cntlReg register with the desired address of the Ethernet MAC configuration 
register.

3. Poll the RDYstatus register until the configuration write ready bit is asserted.

Assuming the DCR base address is 0x0, to write to the EMAC1 flow control register:

// EMAC Configuration Register 0x6C0 (EMAC1 Flow Control)
// Write to enable the flow control on both the transmit and receive 
// side of EMAC1, set bits 29 and 30 to “1”
mtdcr(0x0 + 13, 0x60000000)
// Write the address of EMAC1 Flow Control register to the cntlReg
// register
mtdcr(0x0 + 14, 0x86C0);
// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 15) & 0x00004000) );

http://www.xilinx.com/support/documentation/user_guides/ug018.pdf
http://www.xilinx.com
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Reading From the Statistics IP Register (When Implemented in the Fabric)

1. Write to cntlReg register with the desired address of the statistics IP register.

2. Poll the RDYstatus register until the statistics Read-Ready bit is asserted.

3. Read from the dataRegMSW and dataRegLSW registers to show the value from the 
statistics IP register.

Assuming the DCR base address is 0x0, to read from EMAC0 statistics IP register 0x0:

// Statistics IP Register 0x0 (Check how many frames were received OK)
// Write the address of the Statistics IP register to the cntlReg register
mtdcr(0x0 + 14, 0x0);

// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 15) & 0x00000001) );

// Read the values returned of the Statistics IP Register 0x0 (64-bit
// value)from the dataRegMSW and dataRegLSW registers
stats_msw = mfdcr(0x0 + 12);
stats_lsw = mfdcr(0x0 + 13);

Reading from the Multicast Address Table Register of the Address Filter 
Block

The same methods used in reading and writing to the Ethernet MAC configuration 
registers through the DCR apply to the address filter configuration registers.

1. Write to dataRegLSW register the read mask bit to read the multicast address table 
register with the respective register being accessed (there are four multicast address 
table registers in the address filter block).

2. Write to cntlReg register with the address register of multicast address - 0x38C for 
EMAC0 and 0x78C for EMAC1. Set the Write enable bit to write to the multicast 
address (Word 1) (see Table 3-19, “Multicast Address Table Access (Word 1)”).

3. Poll the RDYstatus register until the address filter read-ready bit is asserted.

4. Read from the dataRegMSW and dataRegLSW registers to show the address stored in 
the multicast address table register selected for reading.

Assuming the DCR base address is 0x0, to read from the multicast address table register 
(2) of EMAC0:

// MULTI_ADDR Register 2 of AF Block
// Set the enable bit of the MULTI_ADDR RNW and MULTI_ADDR Register 2 
mtdcr(0x0 + 13, 0x00820000);

// Write the address of EMAC0 Multicast Address register to the cntlReg
// register
mtdcr(0x0 + 14, 0x838C);

// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 15) & 0x00000008) );

// Read the values returned of the Multicast Address Word0 and Word1
// registers (48-bit value) 
// from the dataRegMSW and dataRegLSW registers
mult_addr_msw = mfdcr (0x0 + 12);
mult_addr_lsw = mfdcr (0x0 + 13);
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Writing to the Multicast Address Table Register of the Address Filter Block

For writing to the desired multicast address table register of the AF block, two write 
operations must be performed.

1. Write to dataRegLSW register the multicast address[31:0] to be stored on the desired 
multicast address table register.

2. Write to cntlReg register with the address for multicast address word 0 - 0x388 for 
EMAC0 and 0x788 for EMAC1. Set the Write enable bit.

3. Poll the RDYstatus register until the address configuration write bit is asserted.

4. Write to dataRegLSW register the multicast address[47:32] with the write mask bit and 
the value of the multicast address table register to be accessed.

5. Write to cntlReg register with the address for multicast address word 1 - 0x38C for 
EMAC0 and 0x78C for EMAC1. Set the Write enable bit.

6. Poll the RDYstatus register until the address configuration write bit is asserted.

Assuming the DCR base address is 0x0, to write the multicast address 0xFACEDEAFCAFE 
to the multicast address table register 0x1 of EMAC1:

// Write the multicast address[31:0] to the dataRegLSW register
mtdcr(0x0 + 13, 0xDEAFCAFE);
// Write the address of EMAC1 Multicast Address Word 0 register to the
// cntlReg register
mtdcr(0x0 + 14, 0x8788);
// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 15) & 0x00001000) );
// MULTI_ADDR Register 1 of AF Block
// Write the multicast address [47:32] with the MULTI_ADDR write mask 
// bit to the dataRegLSW register 
mtdcr(0x0 + 13, 0x0081FACE);
// Write the address of EMAC1 Multicast Address Word 1 register to the
// cntlReg register
mtdcr(0x0 + 14, 0x878C);
// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 3) & 0x00001000) );

Reading the PHY Registers Using MDIO

1. Write to dataRegLSW register with the MDIO enable bit and the clock divider 
frequency for MDC.

2. Write to cntlReg register to write to the Ethernet MAC management configuration 
register.

3. Poll the RDYstatus register until the configuration Write-Ready bit is asserted.

4. Write to the dataRegLSW register with the PHY address and register to be accessed.

5. Write to the cntlReg register the decode address for a MDIO address output with the 
Read-Enable mask asserted.

6. Poll the RDYstatus register until the MDIO Read-Ready bit is asserted.

7. Read from the dataRegLSW, to shows the value of the PHY register being accessed.

Assume the DCR base address is 0x0 to read from the PHY address 1 and PHY register 
0x0 of EMAC0. MDIO must be enabled by writing to the management configuration 
register with the clock divider for MDC. Assuming the host frequency is 50 MHz and the 
divider is 0xA, results in an MDC frequency of 2.27 MHz. 
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// EMAC Management Register 0x340 (EMAC0 Management Configuration)
// Write the data to the EMAC0 Management Configuration register to
// enable MDIO with the clock divider 0xA
mtdcr(0x0 + 13, 0x0000004A);
// Write the address of EMAC0 Management Configuration register to the
// cntlReg register
mtdcr(0x0 + 14, 0x8340);
// Poll the RDYstatus register for writing completion
while ( !(mfdcr(0x0 + 15) & 0x00000040) );
// Write the PHY address and PHY register to be accessed to the
// dataRegLSW register
mtdcr(0x0 + 13, 0x00000020);
// Write the decode address for MDIO address output to the cntlReg
// register
mtdcr(0x0 + 14, 0x03B4);
// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 15) & 0x00000002) );
// Read the dataRegLSW with the values returned from the
// PHY Register 0x0
mfdcr (0x0 + 13);

Writing to the PHY Registers Using MDIO

1. Write to the dataRegLSW register with the MDIO enable bit and the clock divider 
frequency for MDC.

2. Write to the cntlReg register to write to the Ethernet MAC management configuration 
register.

3. Poll the RDYstatus register until the configuration Write-Ready bit is asserted.

4. Write to the dataRegLSW register with the data to be written to the PHY register.

5. Write to the cntlReg register the decode address for MDIO write data.

6. Write to the dataRegLSW register with the PHY address and register to be accessed.

7. Write to the cntlReg register the decode address for MDIO address output with the 
Write-Enable mask asserted.

8. Poll the RDYstatus register until the MDIO write ready bit is asserted.

Assume the DCR base address is 0x0, to write 0x1140 to PHY address 1 and PHY register 
0x0 of EMAC1. The isolate bit of the PCS/PMA sublayer is not set, and auto-negotiation is 
enabled (see “1000BASE-X PCS/PMA” in Chapter 4 for more information). MDIO must be 
enabled by writing to the management configuration register with the clock divider for 
MDC. Assuming the host frequency is 50 MHz and the divider is 0xA, the result is an MDC 
frequency of 2.27 MHz. 

// EMAC Management Register 0x740 (EMAC1 Management Configuration)
// Write the data to the EMAC0 Management Configuration register to
// enable MDIO with the clock divider 0xA
mtdcr(0x0 + 13, 0x0000004A);
// Write the address of EMAC1 Management Configuration register to the
// cntlReg register
mtdcr(0x0 + 14, 0x8740);
// Poll the RDYstatus register for writing completion
while ( !(mfdcr(0x0 + 15) & 0x00000400) );
// Write the data to the PHY 0x0 register
mtdcr(0x0 + 13, 0x00001140);
// Write the decode address for MDIO Write Data to the cntlReg register
mtdcr(0x0 + 14, 0x87B0);
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// Write the PHY address and PHY register to be accessed to the
// dataRegLSW register
mtdcr(0x0 + 13, 0x00000020);
// Write the decode address for MDIO address output to the cntlReg
// register
mtdcr(0x0 + 14, 0x87B4);
// Poll the RDYstatus register
while ( !(mfdcr(0x0 + 15) & 0x00000400) );

Interfacing to an FPGA Fabric-Based Statistics Block

When the Ethernet MAC Is Implemented with the Host Bus
When the Ethernet MAC is used with the host bus, interfacing to a fabric-based statistics 
block is straight forward. Statistics information is passed from the Ethernet MAC via the 
statistics vectors EMAC#CLIENTTXSTATS and EMAC#CLIENTRXSTATS. The statistics 
values can then be read via a host interface, shared between the statistics counters and the 
Ethernet MAC block.

To share the host bus without contention, statistics counters need to use a different address 
space than the Ethernet MAC configuration registers. Conflicts with MDIO register access 
are avoided by only accessing statistics counters when the signal HOSTMIIMSEL is at 
logic 0. Implementation of the addressing scheme shown in Table 6-1 ensures that the host 
bus can be shared without contention. This scheme provides space to address 512 statistics 
counters per Ethernet MAC, using addresses 0x000 to 0x1FF.

Figure 6-1 shows how to integrate the Ethernet MAC with the LogiCORE Ethernet 
Statistics block, where the Ethernet statistics counters are accessed via the host bus. The 
LogiCORE Ethernet Statistics block is used with the addressing scheme shown in 
Table 6-1. DS323, LogiCORE Ethernet Statistics Data Sheet, provides a a full description of 
the Ethernet Statistics LogiCORE block. Figure 6-1 illustrates how to connect Ethernet 
Statistics blocks to both Ethernet MACs within the Ethernet MAC block. If statistics are 
required for only one Ethernet MAC, then the multiplexing between the statistics cores is 
simply replaced with a straight-through connection. 

Table 6-1: Addressing Scheme

Transaction Host_miim_sel Host_addr[9]

Configuration 0 1

MIIM Access 1 X

Statistics Access 0 0

http://www.xilinx.com/support/documentation/ip_documentation/ethernet_statistics_ds323.pdf
http://www.xilinx.com
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Figure 6-1: Host Bus to Ethernet Statistics Connection
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When the Ethernet MAC Is Implemented with the DCR Bus
When the Ethernet MAC is implemented with the DCR bus connected directly to the 
PPC405, the host bus signals of the Ethernet MAC can access the statistics counters.

The host bus I/O signals of the Ethernet MAC are enabled for statistics counter access 
when a DCR read operation is made for address codes 0x000 to 0x02F and 0x040 to 
0x04F inclusive (Table 3-30, page 91 describes the DCR address code space). This use of 
the host bus I/O signals provides a means of accessing the FPGA fabric from the processor 
with space for 64 addresses.

When the DCR bus is instructed to access registers in this address code region, the DCR 
bridge translates the DCR commands into generic host read signals on the host bus I/O 
signals. The DCR transaction is encoded on the host bus signals HOSTRDDATA[31:0] and 
HOSTMIIMRDY as described in Table 6-2 and Figure 6-2. These signals can access 
statistics counters in the same way as if a standalone host bus is used. The statistics values 
read from statistics counters are captured from the host bus signals HOSTWRDATA[31:0] 
as shown in Figure 6-2. The data read from the host bus can then be accessed by reading 
the DCR data registers.

Table 6-2: DCR to Host Mapping

EMAC Host Bus Port
Port Direction on 

EMAC
DCR Register

Equivalent Standalone Host 
Bus Signal

HOSTRDDATA

[15] Out HOSTREQ

[14:13] Out HOSTOPCODE[1:0]

[10] Out
cntlReg[21], 
EMAC1Sel

HOSTEMAC1SEL

[9:0] Out
cntlReg[22:31], 
Address Code

HOSTADDR[9:0]

HOSTMIIMRDY Out HOSTMIIMSEL

HOSTWRDATA[31:0] In dataRegLSW / 
dataRegMSW

HOSRTRDDATA[31:0]

HOSTMIIMSEL In HOSTMIIMRDY

http://www.xilinx.com
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Figure 6-3 shows how to integrate the Ethernet MAC with the LogiCORE Ethernet 
Statistics block, where the LogiCORE Ethernet statistics counters are accessed via the DCR 
bus. DS323, LogiCORE Ethernet Statistics Data Sheet, provides a a full description of the 
Ethernet Statistics LogiCORE block. Figure 6-3 illustrates how to connect LogiCORE 
Ethernet Statistics blocks to both Ethernet MACs within the Ethernet MAC block. If 
statistics are required for only one Ethernet MAC, then the multiplexing between the 
statistics cores is simply replaced with a straight-through connection. 

Figure 6-2: Statistics Register Read Timing
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Figure 6-3: DCR Bus to Ethernet Statistics Connection
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Chapter 7

Using the Embedded Ethernet MAC

This chapter describes how the embedded Ethernet MAC can be incorporated into a 
design using the CORE Generator™ tool. 

Accessing the Ethernet MAC from the CORE Generator tool
Generating the Virtex®-4 FPGA embedded Ethernet MAC wrapper files using the CORE 
Generator tool greatly simplifies the use of the Virtex-4 FPGA Ethernet MAC. The Ethernet 
MAC is highly configurable, and not all pins/interfaces are required for every 
configuration. The CORE Generator tool allows the configuration of the Ethernet MAC to 
be selected using a GUI and generates HDL wrapper files for the configuration. These 
wrapper files hide much of the complexity of the Ethernet MAC by bringing out only the 
interface signals for the selected configuration. Accessing the Ethernet MAC from the 
CORE Generator tool provides the following features:

• Allows selection of one or both of the two Ethernet MACs (EMAC0 and EMAC1) from 
the embedded Ethernet MAC primitive

• Sets the values of the EMAC0 and EMAC1 attributes based on user options

• Provides user-configurable Ethernet MAC physical interfaces

• Supports MII, GMII, RGMII v1.3, RGMII v2.0, SGMII, and 1000BASE-X 
PCS/PMA interfaces

• Provides off-chip connections for physical interfaces by instantiating RocketIO™ 
transceivers, and logic as required, for the selected physical interfaces

• Provides an optimized clocking scheme for the selected physical interface and 
instantiates the required clock buffers, DCMs, and other required components.

• Provides a simple FIFO-loopback example design, which is connected to the MAC 
client interfaces

• Provides a simple demonstration test bench based on the selected configuration

• Generates VHDL or Verilog wrapper files

Simulating the Ethernet MAC using the Ethernet MAC wrappers
The Ethernet MAC wrappers generated by the CORE Generator tool also provide a 
loopback design of the embedded Ethernet MAC, a demo test bench to exercise the 
wrappers and the example design, and scripts for simulation and implementation.

The example design and the demo testbench are set up to provide fast simulation cycles 
(for configurations using DCMs). To speed up simulations that require DCMs, the DCM 
reset signals by default are not connected to the 200 ms reset pulse that is required by 
Virtex-4 devices (see UG070, Virtex-4 FPGA User Guide). To use the design in hardware, a 

http://www.xilinx.com
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DCM reset module is provided to generate the required reset pulse and users need to 
connect the output of this module to the DCM reset pins. This can be achieved by 
connecting the reset_200ms_# signal to the reset_200ms_in_# signal at any level of example 
design HDL hierarchy. See the block level wrapper file for more information.

For further details on the Ethernet MAC wrappers, refer to DS307, Virtex-4 Embedded Tri-
Mode Ethernet MAC Wrapper Data Sheet and GSG240, Virtex-4 Embedded Tri-Mode Ethernet 
MAC Wrapper Getting Started Guide.

http://www.xilinx.com
http://www.xilinx.com/support/documentation/ip_documentation/v4_emac_ds307.pdf
http://www.xilinx.com/support/documentation/ip_documentation/v4_emac_ds307.pdf
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Appendix A

Ethernet MAC Timing Model

This appendix explains the timing parameters associated with the Ethernet MAC block. It 
is intended to be used in conjunction with the Timing Analyzer (TRCE) report from 
Xilinx® software.

Many signals enter and exit the Ethernet MAC block (as shown in Figure 2-3, page 21). The 
model presented in this appendix treats the Ethernet MAC block as a “black box.” 
Propagation delays internal to the Ethernet MAC block logic are ignored. Signals are 
characterized with setup and hold times for inputs, and with clock to valid output times 
for outputs. 

There are seven clocks associated with the Ethernet MAC block. Table 2-4, page 25 briefly 
describes the clock signals necessary to drive the Virtex®-4 FPGA Embedded Tri-Mode 
Ethernet MAC. 

Timing Parameters
Parameter designations are constructed to reflect the functions they perform as well as the 
I/O signals to which they are synchronous. The following subsections explain the meaning 
of each of the basic timing parameter designations used in Table A-1 through Table A-6.

Input Setup/Hold Times Relative to Clock

Basic Format:

ParameterName_SIGNAL

where

ParameterName = T with subscript string defining the timing relationship

SIGNAL = name of Ethernet MAC signal synchronous to the clock

ParameterName Format:

TMACxCK = Setup time before clock edge

TMACCKx = Hold time after clock edge

where:

x = {C (Control inputs)} {D (Data inputs)}

Setup/Hold Time (Examples):

TMACDCK_TXD/TMACCKD_TXD setup/hold times of TX data input relative to the rising 
edge of CLIENTEMAC#RXCLIENTCLKIN

http://www.xilinx.com
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Clock to Output Delays

Basic Format:

ParameterName_SIGNAL

where

ParameterName = T with subscript string defining the timing relationship

SIGNAL = name of Ethernet MAC signal synchronous to the clock

ParameterName Format:

TMACCKo = Delay time from clock edge to output

Output Delay Time (Examples):

TMACCKO_VALID rising edge of CLIENTEMAC#RXCLIENTCLKIN to RX data valid 
signals

TMACCKO_RXD rising edge of CLIENTEMAC#RXCLIENTCLKIN to RX data signals

Core Latency
The latency values given in the following subsections can vary by three clock ticks in either 
direction, due to the crossing of clock domains within the core. All clock cycles refer to 
cycles of the appropriate (TX or RX) client interface clock.

Transmit Path Latency

The transmit path latency is measured by counting the number of clock cycles between a 
data byte being placed on the client interface and its appearance at the PHY interface of the 
Ethernet MAC. For RGMII/GMII/MII at all speeds, the latency is 13 clock cycles. SGMII 
has a latency of 13 clock cycles for 1 Gb/s and 11 clock cycles for 10/100 Mb/s. 
1000BASE-X has a latency of 14 clock cycles.

Receive Path Latency

The receive path latency is measured as the number of clock cycles between a byte being 
driven onto the PHY receive interface of the EMAC and its appearance at the client. For 
GMII/MII, the latency is 17 clock cycles at all speeds. RGMII has a latency of 20 clock 
cycles. SGMII has a latency of 20 clock cycles for 1 Gb/s and 15 clock cycles for 
10/100 Mb/s. 1000BASE-X has a latency of 22 clock cycles.

http://www.xilinx.com
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Timing Diagram and Timing Parameter Tables
The timing relationships described in this section are shown in Figure A-1.

Table A-1 through Table A-6 list the timing parameters as reported by the implementation 
tools relative to the clocks given in Table A-1, page 149, along with the Ethernet MAC 
signals that are synchronous to each clock. 

• Table A-1, “CLIENTEMAC#RXCLIENTCLKIN Switching Characteristics,” on 
page 171

• Table A-2, “CLIENTEMAC#TXCLIENTCLKIN Switching Characteristics,” on 
page 172

• Table A-3, “HOSTCLK Switching Characteristics,” on page 172

• Table A-4, “PHYEMAC#GTXCLK Switching Characteristics,” on page 173

• Table A-5, “PHYEMAC#MIITXCLK Switching Characteristics,” on page 174

• Table A-6, “PHYEMAC#RXCLK Switching Characteristics,” on page 174

Figure A-1: Ethernet MAC Timing Relative to Clock Edge

Table A-1: CLIENTEMAC#RXCLIENTCLKIN Switching Characteristics

Parameter Function Signal

Clock To Out:

Tmaccko_ERROR Data Output EMAC#CLIENTRXBADFRAME

Tmaccko_CLKOUT Data Output EMAC#CLIENTRXCLIENTCLKOUT

Tmaccko_RXD Data Output EMAC#CLIENTRXD

Tmaccko_VALID Data Output EMAC#CLIENTRXDVLD

Tmaccko_VALID Data Output EMAC#CLIENTRXDVLDMSW

Tmaccko_FRAME Data Output EMAC#CLIENTRXFRAMEDROP

Tmaccko_FRAME Data Output EMAC#CLIENTRXGOODFRAME

Clock
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Clock High

T MACCK 

T MACCKC 

T MACCKO 
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Data
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Table A-2: CLIENTEMAC#TXCLIENTCLKIN Switching Characteristics

Parameter Function Signal

Setup and Hold Relative to Clock:

Tmacckd_DCMLOCK Data Hold CLIENTEMAC#DCMLOCKED

Tmacdck_DCMLOCK Data Setup CLIENTEMAC#DCMLOCKED

Tmacckd_PAUSE Data Hold CLIENTEMAC#PAUSEREQ

Tmacdck_PAUSE Data Setup CLIENTEMAC#PAUSEREQ

Tmacckd_PAUSE Data Hold CLIENTEMAC#PAUSEVAL

Tmacdck_PAUSE Data Setup CLIENTEMAC#PAUSEVAL

Tmacckd_TXD Data Hold CLIENTEMAC#TXD

Tmacdck_TXD Data Setup CLIENTEMAC#TXD

Tmacckd_VALID Data Hold CLIENTEMAC#TXDVLD

Tmacdck_VALID Data Setup CLIENTEMAC#TXDVLD

Tmacckd_VALID Data Hold CLIENTEMAC#TXDVLDMSW

Tmacdck_VALID Data Setup CLIENTEMAC#TXDVLDMSW

Tmacckd_TXD Data Hold CLIENTEMAC#TXFIRSTBYTE

Tmacdck_TXD Data Setup CLIENTEMAC#TXFIRSTBYTE

Tmacckd_DELAY Data Hold CLIENTEMAC#TXIFGDELAY

Tmacdck_DELAY Data Setup CLIENTEMAC#TXIFGDELAY

Tmacckd_ERROR Data Hold CLIENTEMAC#TXUNDERRUN

Tmacdck_ERROR Data Setup CLIENTEMAC#TXUNDERRUN

Clock To Out:

Tmaccko_IRQ Data Output EMAC#CLIENTANINTERRUPT

Tmaccko_ACK Data Output EMAC#CLIENTTXACK

Tmaccko_CLKOUT Data Output EMAC#CLIENTTXCLIENTCLKOUT

Tmaccko_ERROR Data Output EMAC#CLIENTTXCOLLISION

Tmaccko_CLKOUT Data Output EMAC#CLIENTTXGMIIMIICLKOUT

Tmaccko_RETRANS Data Output EMAC#CLIENTTXRETRANSMIT

Tmaccko_STATS Data Output EMAC#CLIENTTXSTATS

Tmaccko_VALID Data Output EMAC#CLIENTTXSTATSBYTEVLD

Tmaccko_VALID Data Output EMAC#CLIENTTXSTATSVLD

Table A-3: HOSTCLK Switching Characteristics

Parameter Function Signal

Setup and Hold Relative to Clock:

Tmacckd_ENABLE Data Hold DCREMACENABLE

Tmacdck_ENABLE Data Setup DCREMACENABLE

Tmacckd_HOST Data Hold HOSTADDR

Tmacdck_HOST Data Setup HOSTADDR

Tmacckd_HOST Data Hold HOSTEMAC1SEL

Tmacdck_HOST Data Setup HOSTEMAC1SEL

Tmacckd_HOST Data Hold HOSTMIIMSEL
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Tmacdck_HOST Data Setup HOSTMIIMSEL

Tmacckd_HOST Data Hold HOSTOPCODE

Tmacdck_HOST Data Setup HOSTOPCODE

Tmacckd_HOST Data Hold HOSTREQ

Tmacdck_HOST Data Setup HOSTREQ

Tmacckd_HOST Data Hold HOSTWRDATA

Tmacdck_HOST Data Setup HOSTWRDATA

Tmacckd_PHYAD Data Hold PHYEMAC#PHYAD

Tmacdck_PHYAD Data Setup PHYEMAC#PHYAD

Tmacckd_RESET Data Hold RESET

Tmacdck_RESET Data Setup RESET

Clock To Out:

Tmaccko_DCRDONE Data Output DCRHOSTDONEIR

Tmaccko_CLKOUT Data Output EMAC#PHYMCLKOUT

Tmaccko_DOUT Data Output EMAC#PHYMDOUT

Tmaccko_MDTRI Data Output EMAC#PHYMDTRI

Tmaccko_HOST Data Output HOSTMIIMRDY

Tmaccko_HOST Data Output HOSTRDDATA

Table A-4: PHYEMAC#GTXCLK Switching Characteristics

Parameter Function Signal

Setup and Hold Relative to Clock:

Tmacckd_MDIN Data Hold PHYEMAC#MDIN

Tmacdck_MDIN Data Setup PHYEMAC#MDIN

Tmacckd_ERROR Data Hold PHYEMAC#RXBUFERR

Tmacdck_ERROR Data Setup PHYEMAC#RXBUFERR

Tmacckd_STATUS Data Hold PHYEMAC#RXBUFSTATUS

Tmacdck_STATUS Data Setup PHYEMAC#RXBUFSTATUS

Tmacckd_COMMA Data Hold PHYEMAC#RXCHARISCOMMA

Tmacdck_COMMA Data Setup PHYEMAC#RXCHARISCOMMA

Tmacckd_CHAR Data Hold PHYEMAC#RXCHARISK

Tmacdck_CHAR Data Setup PHYEMAC#RXCHARISK

Tmacckd_CRC Data Hold PHYEMAC#RXCHECKINGCRC

Tmacdck_CRC Data Setup PHYEMAC#RXCHECKINGCRC

Tmacckd_CORCNT Data Hold PHYEMAC#RXCLKCORCNT

Tmacdck_CORCNT Data Setup PHYEMAC#RXCLKCORCNT

Tmacckd_COMMA Data Hold PHYEMAC#RXCOMMADET

Tmacdck_COMMA Data Setup PHYEMAC#RXCOMMADET

Tmacckd_ERROR Data Hold PHYEMAC#RXDISPERR

Tmacdck_ERROR Data Setup PHYEMAC#RXDISPERR

Table A-3: HOSTCLK Switching Characteristics

Parameter Function Signal
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Tmacckd_SYNC Data Hold PHYEMAC#RXLOSSOFSYNC

Tmacdck_SYNC Data Setup PHYEMAC#RXLOSSOFSYNC

Tmacckd_NOTINT Data Hold PHYEMAC#RXNOTINTABLE

Tmacdck_NOTINT Data Setup PHYEMAC#RXNOTINTABLE

Tmacckd_DISP Data Hold PHYEMAC#RXRUNDISP

Tmacdck_DISP Data Setup PHYEMAC#RXRUNDISP

Tmacckd_DETECT Data Hold PHYEMAC#SIGNALDET

Tmacdck_DETECT Data Setup PHYEMAC#SIGNALDET

Tmacckd_ERROR Data Hold PHYEMAC#TXBUFERR

Tmacdck_ERROR Data Setup PHYEMAC#TXBUFERR

Clock To Out:

Tmaccko_COMMA Data Output EMAC#PHYENCOMMAALIGN

Tmaccko_LOOPBACK Data Output EMAC#PHYLOOPBACKMSB

Tmaccko_RESET Data Output EMAC#PHYMGTTXRESET

Tmaccko_POWER Data Output EMAC#PHYPOWERDOWN

Tmaccko_SYNC Data Output EMAC#PHYSYNCACQSTATUS

Tmaccko_DISP Data Output EMAC#PHYTXCHARDISPMODE

Tmaccko_DISP Data Output EMAC#PHYTXCHARDISPVAL

Tmaccko_CHAR Data Output EMAC#PHYTXCHARISK

Table A-5: PHYEMAC#MIITXCLK Switching Characteristics

Parameter Function Signal

Clock To Out:

Tmaccko_TXCLK Data Output EMAC#PHYTXCLK

Tmaccko_TXD Data Output EMAC#PHYTXD

Tmaccko_EN Data Output EMAC#PHYTXEN

Tmaccko_ERROR Data Output EMAC#PHYTXER

Table A-6: PHYEMAC#RXCLK Switching Characteristics

Parameter Function Signal

Setup and Hold Relative to Clock:

Tmacckd_COL Data Hold PHYEMAC#COL

Tmacdck_COL Data Setup PHYEMAC#COL

Tmacckd_CRS Data Hold PHYEMAC#CRS

Tmacdck_CRS Data Setup PHYEMAC#CRS

Tmacckd_RXD Data Hold PHYEMAC#RXD

Tmacdck_RXD Data Setup PHYEMAC#RXD

Tmacckd_VALID Data Hold PHYEMAC#RXDV

Tmacdck_VALID Data Setup PHYEMAC#RXDV

Tmacckd_ERROR Data Hold PHYEMAC#RXER

Table A-4: PHYEMAC#GTXCLK Switching Characteristics (Cont’d)

Parameter Function Signal
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Tmacdck_ERROR Data Setup PHYEMAC#RXER

Tmacckd_CONFIG Data Hold TIEEMAC#CONFIGVEC

Tmacdck_CONFIG Data Setup TIEEMAC#CONFIGVEC

Clock To Out:

Tmaccko_RXD Data Output EMAC#CLIENTRXDVREG

Tmaccko_STATS Data Output EMAC#CLIENTRXSTATS

Tmaccko_VALID Data Output EMAC#CLIENTRXSTATSBYTEVLD

Tmaccko_VALID Data Output EMAC#CLIENTRXSTATSVLD

Tmaccko_RESET Data Output EMAC#PHYMGTRXRESET

Tmaccko_VALID Data Output EMAC1CLIENTRXDVLD

Tmaccko_VALID Data Output EMAC1CLIENTRXDVLDMSW

Tmaccko_VALID Data Output EMAC1CLIENTRXDVREG

Table A-6: PHYEMAC#RXCLK Switching Characteristics

Parameter Function Signal
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